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Chapter 1

Introduction

What is the difference between dynamic loading and static loading?

Now, imagine you are standing in a train at rest. The train then begins to raise its
speed from 0 to 100 kilometers per hour (km/h). In the train, you will probably incline
your body forward so as not to fall down to the floor. On the other hand, when the
train reduces its speed on reaching a station, you will incline yourself in the opposite way.
You know this through experience. How can this phenomenon be explained in physical
terms? In addition, you need a greater angle of inclination when the speed is changed
more rapidly. Why is this additional inclination necessary?

You will easily find many good examples such as this issue associated with problems
in dynamics in daily life. However, you will probably have some difficulty in explaining
the theoretical background of such problems.

Most of you are familiar with statics, in which the concept of time is not involved.
Hooke’s law tells us that deformation is proportional to applied force. This is true. In the
real world, however, applying a load without accompanying lapse of time is impossible.
Therefore, we frequently encounter cases in which we must take into consideration how
rapidly the action (loading) is applied. Here, we must consider a force other than the
static force. This is the force associated with time, i.e. the dynamic force.

Let us go back to the “train” example. When the above mentioned phenomenon
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Fig.1.1 Human action in a train
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is considered theoretically, the issue of the change in speed, i.e. acceleration, arises.
(We always feel the acceleration of gravity toward the center of the earth, as you know.
Therefore, we feel our own weight.) In statics, we assume that the loading is done infinitely
slowly. The induced acceleration is so small that it can be neglected.

However, when the loading is applied quickly enough, the inertia force grows large
enough to be comparable to the other forces so it cannot be neglected in the equation
of force equilibrium. Therefore, the inertia force, which is caused by acceleration, must
be taken into account in dynamics. There are several more things to be considered in
dynamics, such as the damping force, etc.

This lecture note covers how to estimate the dynamic behavior of single degree of
freedom (SDOF) systems and multi-degree of freedom (MDOF) systems. The analytical
methods are mainly concerned with the deterministic and time domain procedures. The
modal analysis, that involves the response spectrum method and the square root of sum of
squares (SRSS) rule, is also included to estimate the maximum response of a structure in
a stochastic manner. In addition, the structural system properties are mainly considered
to be linearly elastic, and it is assumed that they do not change with respect to time.
The last chapter, however, briefly deals with nonlinear analysis.



Chapter 2

Single Degree of Freedom (SDOF)
Systems

Let us start from the simplest case. A building is idealized as shown in Fig.2.1. You
may not imagine that there can actually be a structure so simple that it consists of a bar
with a ball-like weight on the top or an assembly of mass, dashpot and spring. This is an
imaginary model in which the mass is allowed to move in only one direction. Therefore,
it is called a single degree of freedom (SDOF) system. We will discuss the behavior of
this simplest model at first.

We know that the weight on the moon differs from the weight on the earth. This is
because the acceleration due to gravity for the two is not the same. The weight changes
but the mass that is proportional to the weight does not change. The force caused by the
acceleration and mass is called the inertia force.

The damping force is related to velocity. Imagine a movable piston fixed into a cylinder
filled with some liquid inside. When you move the piston, you feel resistance. The quicker
you pull or push, the greater is the resistance force. This is a good example of viscous
damping.

Another force is caused by a spring when it deforms. This force is sometimes called
restoring force or elastic resistance force.

m m
Z
k
k k m
| ]
c () ()
7 7 7

Fig.2.1 Analytical models of single degree of freedom (SDOF) systems
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Fig.2.1.1 0 D’Alembert’s principle considering dynamic equilibrium

2.1 Equation of Motion

The equation of motion is most important because structural response is computed as the
solution to the equation. The equation of motion of a SDOF system can be given using
d’Alembert’s principle while considering the dynamic equilibrium (see Fig.2.1.1).

—mi(t) —cx(t) — kz(t)+ p(t) =0

where m, ¢, k and x(t) represent mass, damping, stiffness and displacement of the system,
respectively, the upper dots represent differentiation with respect to time, and p(t) denotes
the applied external force.

The above equation can be written in the form

mi(t) + ca(t) + ka(t) = p(t) (2.1.1)

where the first, second and third terms of the left hand side are called the inertia force,
damping force and elastic force, respectively.

2.2 Free Vibration

If we let the right hand side of Eq.(2.1.1) be equal to zero, the equation of motion without
any applied forces, i.e. for free vibration, can be obtained as follows:

mi(t) +ci(t)+kax(t) =0 (2.2.1)
The solution of the above equation is conventionally given as follows:
x(t) = De (2.2.2)
i(t) = sDe*
i(t) = s’De®
where D is an arbitrary constant. Substituting these equations into Eq.(2.2.1), we get
(ms*+cs+k)De" =0

The above equation must be always satisfied. D e® changes with time, so that the value
inside the parentheses should be equal to zero.

ms*+cs+k=0 (2.2.3)
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Then, the roots of this equation are

c c\?2 k
-S4 (—) L 2.2.4
512 2m 2m m ( )
Therefore, the solution for Eq.(2.2.1) is of the form
x(t) = Dy e®' + Dye®! (2.2.5a)
In case the two roots are equal, i.e. s; = so = s, we have
(3) =
2m/)  m
Then the solution for Eq.(2.2.1) is
x(t) = (D + Dot) e (2.2.5b)

where Dy and Dy are arbitrary constants.
The application of Eqgs.(2.2.5a) and (2.2.5b) will be discussed in the following sections.

(1) Undamped Free Vibration

If the system is undamped, i.e. the damping coefficient ¢ = 0, and let us introduce
the notation

wr=" (2.2.6)

We will understand that w, is the undamped natural circular frequency [see Eq.(2.2.10)],
and Eq.(2.2.4) becomes

512 = +2 Wn (227)
Then Eq.(2.2.5a) will be ‘ ‘
x(t) = Dy '™t + Dye " e»! (2.2.8)
By introducing Euler’s formula, i.e.
etient — coswyt £ i sinwyt (2.2.9)

and noting that D; and D, can be complex, let

D1:a+ib
D2:C+id

Then,

z(t) = (a + 1 b)(cos wnt + isinwyt) + (¢ + i d)(cosw,t — i sinwyt)
={(a+c)+i(b+d)}coswnt + {(d —b) +i(a —c)} sinwyt

Here, if we let
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Thus, Eq.(2.2.8) becomes

x(t) = Acoswyt + Bsinwyt (2.2.10)
Note that x(t) is real. Therefore, the imaginary parts of A and B should be zero. Then,

cC=a

= b

Therefore, the constant Ds is the complex conjugate of D;. A and B will be determined by
the initial conditions. For example, in case x(0) and 4(0) are already given, by substituting
these into Eq.(2.2.10) and into its derivative

&(t) = —wpAsinwyt + w, B coswyt (2.2.11)
we obtain
z(0) =A
(0) = w,B

Thus, Eq.(2.2.10) becomes

0) sin wyt (2.2.12)

n

z(t) = x(0) cos wyt + il

Remembering the following formula
cos(av — 3) = cos acos B + sinasin 3

and referring to the right triangle in Fig.2.2.1, Eq.(2.2.12) can be written in the form

x(t) = p{@ cos wyt + £(0)/wn sin wnt}
p p
= p{cosf cosw,t + sinfsinw,t}
= pcos(wyt — 0) (2.2.13)
where,
; 2
p= \/{x(O)}2 + £(0) } (2.2.14a)
Wn
tan g = —L0) (2.2.14b)
wnz(0)

Eq.(2.2.13) represents a simple harmonic motion (SHM) and is shown in Fig.2.2.2. It is
evident that w, is the circular frequency or angular velocity of the motion for undamped
systems. The cyclic frequency f,, which is frequently referred to merely as the frequency
of the motion, is given by y

o= (2.2.15a)
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Fig.2.2.1 0 Sides and hypotenuse of the right triangle
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Fig.2.2.2 00 Undamped free-vibration response
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Fig.2.2.3 0 Argand diagram
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The reciprocal of the frequency is called the period T;,.

12
T,=== (2.2.15b)

[ wn
Eq.(2.2.13) is also shown in the Argand diagram of Fig.2.2.3. The response z(t) is
given by the real part of the rotating vector and @(t)/w, by the imaginary part.

[Example 2.1] w=mg
Set up the equation of motion for the follow-
ing undamped SDOF systems without exter-

nal forces and solve for the response under K
the given conditions.

a)

m = 20ton, k = 180kN/cm
z(0) =1cm, (0)=—-3cm/s

Fig.E2.1
b) '8

w=9,800kN, k= 250kN/cm
z(0) =5cm, &(m)=>5cm/s

[Solution)]

a) The equation of motion is
202 (t) + 180x(t

180
=1/ = 50 = 3 (rad/s)

x(t) = Acoswyt + Bsinw,t = Acos 3t + Bsin 3t
#(t) = —3Asin 3t + 3B cos 3t

Then,

Substituting the above conditions z(0) = 1, #(0) = —3

1=Acos0+ Bsin0= A
—3 = —-3Asin0+ 3Bcos0 =3B

Therefore,
A=1,B=—1

That is,
x(t) = cos 3t — sin 3t

b) At first, the mass is computed as w/g, where g is the acceleration due to gravity, i.e.,
980 cm/s?. Then m = 10 The equation of motion is,

10 (t) + 2502 (t) = 0
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k 250
=\ =V 10 70

x(t) = Acoswyt + Bsinw,t = Acos bt + Bsin 5t
#(t) = —bAsin 5t + 5B cos bt

Then,

Substituting the above conditions z(0) = 5, &(7) =5

5= Acos0+ Bsin0=A
5= —bHAsinbr + 5B cosbr = —5B

Therefore,
A=5 B=-1

That is,
x(t) = b cos bt — sin 5t

(2) Damped Free Vibration

If a damping force exists, the solution is classified into three cases according to whether
the value under the square root sign in Eq.(2.2.4) is positive, negative or zero.

i) Critical Damping
In the special case where the radical in Eq.(2.2.4) vanishes, we have

(L)Z _ ke (2.2.16a)

2m m n

The latter equality is given by Eq.(2.2.6). This is the condition of critical damping and
the critical damping coefficient ¢, is

Cor = 2Mwy (2.2.16b)
The solution of Eq.(2.2.3) in this case is as was already given by Eq.(2.2.5b)

I(t) = (Dl + DQ t) €St

where,
CCI‘
5= — = —wy
2m
Then,
.flf(t) = (Dl + D2 t) e_““t (2217)

Introducing initial conditions,

z(t) = {z(0)(1 + wyt) + @(0) t} e < (2.2.18)
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X0 %(0)

x(0)

Fig.2.2.4 0 Free vibration response of a critically damped system

This is shown in Fig.2.2.4. We can see that the free vibration response of a critically
damped system does not oscillate, but rather returns to zero displacement, because of the
exponential factor in Eq.(2.2.18).

ii) Underdamped System

If the damping is less than critical, we have, from Eq.(2.2.16b)
c<2muwy,

and the radical in Eq.(2.2.4) becomes negative. In this case, it is convenient to express
the damping as a ratio of the critical damping value c... Thus,

(== <1 (2.2.19)

Cer 2mwy

where ( is called the damping ratio or the fraction of critical damping. Substituting this
into Eq.(2.2.4) yields

S12 = —Cwp £ v/ (Cwn)? — w2

= —Cwy Fiwg (2.2.20)

where,
wq = wny/1—¢2 (2.2.21)

The value wy is called the damped natural circular frequency. Generally, it differs very
little from the undamped natural circular frequency w,, because the damping ratios (
in typical structural systems are not very large (¢ < 0.2). The relationship between the
ratio wq/w, and ( is indicated by a circle, as illustrated in Fig 2.2.5. The figure shows
that wq/wy is close to unity when ¢ < 0.2.
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»

0 0.2 1
Fig.2.2.5 Relationship between the ratio wg/w, and ¢

The free vibration response of an underdamped system is given by substituting Eq.(2.2.20)
into Eq.(2.2.5a)

x(t) — Dl e(fgwﬂ+iwd)t + D2 e(fcwnfiwd)t
— e—Cwnt(Dl eiwdt + D2 e—iwdt)
= e~ n(A coswyt + Bsinwqt) (2.2.22a)

Introducing initial conditions, we have,

2(#) = et {x(o) coseyt 4 O+ wcwnx(o) sinw, t} (2.2.99h)
d

This above expression can be written in rotating-vector form.
z(t) = e " pcos(wat — ) (2.2.23)

where,

p= \/{33(0)}2 4 {x(O) T Cwnx(O)} (2.2.24)

wWd

{#(0) + Cwnz(0)}/wa
x(0)

The free vibration response of an underdamped system is illustrated in Fig.2.2.6. It is
noted that the system oscillates about a neutral position (the zero base line) with a
constant circular frequency wq or with a damped period Ty = 27 /wq. The rotating vector
representation is the same as shown in Fig.2.2.3 except that the length of the vector
diminishes exponentially.

Let us consider any two successive positive peaks shown in Fig.2.2.6, i.e. x; and z;4.
If we assume from Eq.(2.2.23)

tanf =

(2.2.25)

T; = peféwnti
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x(0)
X(t)
pet T
x(0)
t
Fig.2.2.6 [0 Free vibration response of an underdamped system
then,
L 2m
xi—‘,—l — peigwﬂ(tl‘kwd)
The ratio of the above two quantities is
2m
Ti iy (2.2.262)
Tit1
Hence,
% n 2
In S opetn _ _2MC (2.2.26b)
Tit1 wWq 1—¢?
For low damping, the above equation becomes
Z;
In ~ 21 C (2.2.27)
Li+1
If we consider the Taylor series expansion, *
i 2m()?
x—:e2”<:1+27r§+( 7<) + ...
Tit+1 2!
Therefore, for low values of (, we have
Ti — Tt
~N 2.2.28
s ( )

For lightly damped systems, a reliable estimate of the damping ratio can be obtained by
considering peaks which are several cycles apart. Then,

In—t = 2rp(n (2.2.29)

Titn Wd
“f(2) = F(@) + (@) (= = a) + (@) S5 + (@) E5 4
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For very low damping,
Ti — Tign
o DL idn 2.2.30
¢ 2N Titp ( )
iii) Overdamped system

If the damping is greater than critical, it is called overdamped, although this is not
encountered in usual structural systems. In this case ¢ > 1, and Eq.(2.2.4) can be written

S12 = _Cwn :l:wn\/ CQ —1
= —Cwy T W) (2.2.31)

where
Wi =wny/?2—1 (2.2.32)

Substituting Eq.(2.2.31) into Eq.(2.2.5), we have

z(t) = et (Dy e¥nt 4 Dy e “nt) (2.2.33a)
If we remember the following two formulae,
eC — e_c
Wh ¢ —
sinh ¢ 5
et +e ¢
h(=———
cosh ¢ 5
Eq.(2.2.33a) becomes
z(t) = e “*(Acoshw!t + Bsinhw!t) (2.2.33b)

This is very similar to the case of critical damping and is of no physical interest, but this
system will oscillate if external forces are applied.

[Example 2.2]

Determine the response of the following sys- m
tem under the given initial conditions.

k=320, c=4, m=5 C
— |—| Kk

2(0) =1, #(0) =76

[Solution)] 7
7.

The equation of motion of the system is .
Fig.E2.2
58(t) +4x(t)+320z(t) =0

The characteristic equation is

552 +4s5+320=0
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Then,
s=—-04+7997~ —0.4+ 81

Therefore,
x(t) = e "*(Acos 8t + Bsin 8t)

The first derivative of the above equation is
i(t) = —0.4e ""(Acos8t + Bsin8t) + e "4 (—8Asin 8¢ + 8B cos 8t)

Substituting the initial conditions z(0) and #(0), we have

Therefore,
z(t) = e % (cos 8t + sin 8t)

z(t) = V2e " cos(8t — %)
2.3 Response to Harmonic Loading

If the system in Fig.2.1.1 is subjected to a harmonically varying load of an amplitude p,
and a circular frequency w, the equation of motion is

mi(t) + ci(t) + kx(t) = posinwt (2.3.1)

The general solution of the above equation is the sum of the complementary function x.(t)
and the particular integral z,(¢). Then,

x(t) = xc(t) + xp(t) (2.3.2)

(1) Undamped Systems

If the system is undamped, the equation of motion becomes
mi(t) + kx(t) = posinwt (2.3.3)

The complementary function is the free vibration response of Eq.(2.3.3) and it is, as
already given by Eq.(2.2.10),

z(t) = Acoswyt + Bsinwyt (2.3.4)
The response to the harmonic loading can be assumed to be harmonic. Thus the particular

integral is
xp(t) = Gy coswt + Gy sinwt (2.3.5)
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Substituting the above equation and its derivative into Eq.(2.3.3), we have

G, =0 (2.3.6)
1
Gy= "o = (2.3.7)

where 7, is the frequency ratio given by
w

ry = — (2.3.8)

Wn

Therefore, the general solution of Eq.(2.3.3) is

z(t) = Acoswyt + Bsinw,t + o

12 sinwt (2.3.9)

G1 = 0 indicates that the steady state response is in phase to harmonically applied load.
This is because the damping is zero.
If the system is initially at rest, i.e. 2(0) = 0,4(0) = 0, the above equation becomes

1
z(t) = % 2 (sinwt — 7y sinwyt) (2.3.10)

where py/k is called the static displacement, because this is the value which would be
produced by the load py applied statically, and 1/(1 — r?) is called the dynamic magnifi-
cation factor (Rgy), which represents the dynamic amplification effect of a harmonically
applied load.

When we derived Eq.(2.3.9), we had assumed that r, # 1. But if r, = 1 or w = wy,
the particular integral should have the form of

zp(t) = Gy tcoswyt + Gatsinwyt (2.3.11)

Substituting this and its derivative into Eq.(2.3.3), we have

Po
G, = —
! 2muwy,
Gy =0
Then,
zp(t) = _271:1,((),{} t coswyt (2.3.12)

Therefore, the general solution is

DPo
mMwy

x(t) = Acoswyt + Bsinw,t — 5 t cos wyt (2.3.13)

Substituting the condition that the system is initially at rest (this means that the velocity
and displacement at t = 0 are both zero), we have

(sinwyt — wyt coswyt)

= p—(sin Wit — wyt cos wyt) (2.3.14)



20 CHAPTER 2. SINGLE DEGREE OF FREEDOM (SDOF) SYSTEMS

since

Some examples of Egs.(2.3.10) and (2.3.14) are shown in Fig.2.3.1 as a parameter of
T = w/wy.

=2 = 0.866 ~ 1

Wn

=~ =10.00 > 1

Wn

O A N A A N N AN
’ [WAAVARV VARV

Fig.2.3.1 [0 Response of undamped systems to harmonic loading

(2) Underdamped Systems
If the system is underdamped, the complementary function z.(t) and the particular
integral x,(t) are given by
Te(t) = e (A cos wyt + B sinwqt) (2.3.15)
zp(t) = Gy coswt + Gy sinwt (2.3.16)

Substituting Eq.(2.3.16) and its derivatives into Eq.(2.3.1) yields

k
Go — @)Sinwt =0

k
(—w?Gy + A Gy + —G) coswt + (—w?Gy — L G, + —
m m m m m
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k
From Egs. (2.2.6) and (2.2.19), — = w? and <= 2wy, then we have
m m

(1= 12)G1+20raGa =0 (2.3.17a)
—26raGh + (1 — )Gy = % (2.3.17b)

where 1, is the frequency ratio (= i) as already given by Eq.(2.3.8). Therefore,

n

_2<Tn Do

R T TN (2.3.184)
= g )
Then, the general solution z(t) can be given by
z(t) = e (A coswyt + B sinwgt)
+ B ! {(1 —r2)sinwt — 2¢r, coswt} (2.3.19)

k(1 —1r2)2+(2¢ry)?

where the first and the second terms are called the transient response and steady state
response, respectively. This is because the first term will decrease exponentially and
vanish due to the damping of the system, and only the second term will remain as a
steady state response. The steady response is written in the form

_m 1
k=127 + (%)

xp(t) sin(wt — 0) (2.3.20)

where the factor py/k is the static displacement as was referred to previously, and the
second factor is the dynamic magnification factor Ry

1

R —
=2 + (20

(2.3.21)

There is a time shift between the input and the response due to damping and the phase
angle is

2Cry

tanf =
1—r2

(2.3.22)

Figs. 2.3.2 and 2.3.3 show the dynamic magnification factor R4, and the phase angle
¢, respectively. It should be noted that both R4y, and 6 are functions of ¢ and r,,.
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[Example 2.3] m
Determine the response of the following sys- / —> p(t)
tem using the applied force prescribed below.
The system is initially at rest. C K
m=3 k=51, c=6
p(t) = 3sin2t for 0<t¢<m, Z
p(t) =0 for t>m Fig.E2.3000

[Solution)]

The external load p(t) is given only when 0 < ¢ < 7. Then the damped free vibration
starts at t = . The equation of motion is

3&(t) + 6&(t) + blz(t) = p(t)

The characteristic equation is
3s* + 65+ 51 =0

Then,
$24+2s+17=0

Therefore,
s=—1+4i

The complementary function is
z.(t) = e "(Acos 4t + Bsin4t)
The particular integral can be

zp(t) = C cos 2t + Dsin 2t
tp(t) = —2Csin 2t + 2D cos 2t
Zp(t) = —4C cos 2t — 4D sin 2t

Substituting these into the equation of motion, we have,

3(—4C cos2t — 4D sin 2t) + 6(—2C'sin 2t 4+ 2D cos 2t) + 51(C' cos 2t + D sin 2t) = 3sin 2t
(39C + 12D) cos 2t + (—12C + 39D) sin 2t = 3sin 2t

Then,
39C +12D =0
—12C' 439D =3
Then,
4 1
- _ D 3

185’ T 185
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The complete solution is

4 13
x(t) = e "(Acos4t + Bsindt) — g5 08 2t + a5 sin 2t

Then,
i(t) = —e "(Acos4t + Bsin4t) + e (—4Asin 4t + 4B cos 4t)
8 26
+ Esin% + @cos%

The system is initially at rest, so that

4
4
=185
. 26
x(t—O)—O—A+4B+ﬁ
1,026 4, 11
=15 P ss) T a0

Therefore, for 0 <t <7

1 11
x(t) = E{e_t(él cos 4t — 5 sin4t) — 4 cos 2t + 13 sin2t}

1 11
() = @{—e_t(él cos 4t — —-sin d) + ™' (~16sin 4¢ — 22 cos 4) + 8sin 2t + 26 cos 2t}
Att=nm
| 4
= (e )= — (e 1
#(m) = g5 e )= 155 )
1 26
H(7) = —— (—de™ — 22e7 4+ 26) = —— (e — 1
() 185( e e " +26) 185(6 )

These are the boundary conditions for ¢ > 7. The complementary function is

7.(t) = e "(Acos4t + Bsin4t)
i.(t) = —e "(Acos4t + Bsindt) + e "(—4Asin 4t + 4B cos 4t)

Substituting the boundary conditions at t = 7

4
Ae™ = — (e — 1
€ 5 )
4
A= —(1—¢"
TS
26
AT 4 ABe T = — (e — 1
e "+ 4Be 185(6 )
29
ABe ™ = — X (e 1)
185
11
- ()
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relative displacement record

=

e
T
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Xq (0

Fig.2.3.4 00 Scheme of a seismometer

Therefore, for t >

4 11
x(t) = e_t{ﬁ(l —e") cos4t + %(e” — 1) sin4t}
T—1 11
= %et(—él cos4t + 5 sin 4t)

(3) Accelerometer and Displacement Meter

A SDOF system mounted in a case is attached to the floor as shown in Fig.2.3.4. The
floor is subjected to the ground motion of

Zg(t) = pasinwt (2.3.23)
The equation of motion is
ma(t) +ci(t) + kx(t) = —mp,sinwt (2.3.24)

The solution for the steady state response of this equation is, as already given by Eq.(2.3.20)

z(t) = —m]fa Rgy sin(wt — )
Pa .
= _ERdy sin(wt — 0) (2.3.25)

n

The dynamic magnification factor R4y is already shown in Fig.2.3.2. From this figure,
it can be seen that the dynamic magnification factor is almost unity for ¢ = 0.7 and
0 < r, < 0.6. Therefore, if the system has a device to record the relative displacement of
the system, the record will be proportional to the acceleration amplitude of the ground
motions and it can be used as an accelerometer. The frequency of the excitations should
be in the range of 0 < r, < 0.6. Hence, by increasing the stiffness and/or decreasing the
mass, the applicable frequency range will be increased.

If the ground motion is given by

Tg(t) = pasinwt (2.3.26a)
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Fig.2.3.5 0 Response of seismometer to harmonic base displacement

or
ig(t) = —w?pq sinwt (2.3.26Db)
The equation of motion and the solution for steady state response are
mi(t) + ci(t) + kx(t) = mw?pg sinwt (2.3.27)
mWQPd .
x(t) = ? Rgy sin(wt — 6)
= 12 Raypq sin(wt — 0) (2.3.28)

The relations between 72 Ry, and 7, are shown in Fig.2.3.5.

It is evident that 2Ry, is almost constant for ¢ = 0.5 and r, > 1. Thus the relative
displacement amplitude of the system is proportional to the excitation displacement and
the system can be used as a displacement meter. The frequency of the system should be
decreased by reducing the stiffness and/or increasing the mass.

(4) Vibration Isolation

A rotating machine produces an oscillatory force p(t) = pgsinwt due to unbalance in
its rotating parts. If the machine is supported by a spring-damper system, the equation
of motion of the machine and its steady state response are (See Fig.2.3.6)

my(t) + cy(t) + ky(t) = posinwt (2.3.29)
y(t) = %Rdy sin(wt — 6) (2.3.30)

Thus the force ps from the spring to the floor is
ps = ky(t) = poRay sin(wt — ) (2.3.31)
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Fig.2.3.6 ibration isolation system

The relative velocity to the floor is

G(t) = %Rdyw cos(wt — 0) (2.3.32)
Then, the damping force pq is
pa=cy(t) = %Rdy w cos(wt — 6)
= 2(rapoRay cos(wt —0) (2.3.33)

Therefore, the force p given to the floor by the machine is

P = Ds + pa = PoRay /1 + (2¢ry)? cos(wt — 0 — §') (2.3.34)

The ratio Ry, of the maximum force to the applied force amplitude is called transmissibility

and it is given by
Rtr _ Pmax _ Rdy 1 + <2Crn)2

Po
Let us consider the case of R, = 1. In this case,

14 (2Cry)? = (1 = 72)% + (2¢m)?
r2(r2 —2)=0

Therefore, regardless of ¢, when r, = 0 or V2, R, =1. A plot of Ry, is shown in Fig.2.3.7.
It is similar to Fig.2.3.2, but all the curves pass through the same point at r, = v/2. It
can be seen that the given force is reduced for r, > v/2 and that the damping reduces the
effectiveness of the vibration isolation for 7, > /2. If the machine gradually increases the
frequency from rest, the machine will be in resonance before it reaches its steady state
response. This resonance may cause unfavorable vibration of the floor as well as of the
machine itself. Therefore the optimum point should be selected in order to design the
vibration isolation system.
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2.4 Response to Arbitrary Loading

(1) Linear Acceleration Method

If the force applied is arbitrary, we usually use step-by-step methods to calculate the
response of a system. One of the advantages of the step-by-step method is that it is
applicable not only to elastic systems but also to inelastic systems. Here, we are going to
discuss the linear acceleration method, which is one of the step-by-step methods.

In order to study this method, let us start with the equation of motion of a SDOF
system that we have already learned, i.e.

—mIp(t) —ci(t) —kz(t) =0 (2.4.1)
where Z7(t) is the absolute acceleration and it is
Ep(t) = Z(t) + Zg(t) (2.4.2)

We should note that only the inertia force is expressed by the term of absolute quantity
in Eq.(2.4.1). Substituting Eq.(2.4.2) into Eq.(2.4.1) and after some rearrangement, we
have

c k
v (t —x(t —x(t) = —%.(t 2.4.
(1) + S a(t) + ~a(t) = () (243)
This can be written in the form
B(t) + 2Cw, 2(t) + wiz(t) = —idy(t) (2.4.4)

k
where ¢ = and w? = — from their definitions.
mk m

Eq.(2.4.4) must be satisfied at any time, i.e. ¢ =t. At t =t + At, Eq.(2.4.4) becomes

B(t+ At) + 2Cwni(t + At) + wiz(t + At) = —iy(t + At) (2.4.5)
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Then, let us remember Taylor series expansion, i.e.

h? h3
Fla+h) = £)+ f@h+ )y + )+
Therefore, we can write
x(t + At) = z(t) + ©(t) At + x(t)ATI52 + ﬂc(t)A?t3 + e (2.4.6a)
Tt + At) = 2(t) + T(t) At + ZIU(zS)AT252 + - (2.4.7a)

If acceleration changes linearly with time during At, we have

1),

2.4.
(t) At (2.4.8)
Substituting this into Eqgs. (2.4.6) and (2.4.7),
2 2

ot + AL = w(t) + #(1) Al + i}(t)%t o At)ATt (2.4.6D)

P(t+ At = @(t) + m)% Fit+ At)% (2.4.7b)
Substituting these equations into Eq.(2.4.5), we have

At At
#(t+ AL) + 2§wn{x'(t) il 5+t At)7}
2 2
+ wz{x(t) ()AL + gz(t)%t it + At)%t} = —i,(t + A)
2 2
Bt + At){l + CunAt + el } + z(t)w?
LUQ

4 (D) {2Cwn + WPAL) + ge(t){gwnm + ?“Aﬁ} = iy (t+ Ab)

Therefore,
1
E(t+ At) = —Z{ig(t + At)+x(t)B+ 4(t)C + &(t)D} (2.4.9)
where,
2
A= {1+ Cw, At + %Aﬁ}, B=w? O ={2€w,+wAt}

and

w?
D = {Cwa At + ?“Atz}

and these are independent of time. Therefore we do not have to calculate these at each
step, as long as the system remains in the elastic range. In the case the system is initially
at rest, x(0) = £(0) = 0, then at t = At

(AL = —%ig(At)



30 CHAPTER 2. SINGLE DEGREE OF FREEDOM (SDOF) SYSTEMS

Substituting this into Egs. (2.4.6b) and (2.4.7b), we know z(At) and @(At). Then we
can calculate #(2At) and then #(2At) and x(2At), and so on. Therefore, we will know
the whole response of the system. In the case of earthquake acceleration, At is usually
0.01 or 0.02 (s).

[Example 2.4]

In case you compute the response of a SDOF system to earthquake motions, you
will probably need the aid of a digital computer because there are tens of thousands of
calculations. Here we will show you an example of a computer program in FORTRAN
language for response computation of a SDOF system.

A Fortran Program for computing the response to equi-spaced earthquake motion data
for a SDOF system

C

C Program for computing the response to earthquake

C motion

C

C Description of the parameters

C A(I) - Accelerogram in gals

C DAMP - Fraction of critical damping

C PER - Natural period in second of the SDOF system
C DT - Time interval in second of accelerogram
C NN — Number of data in accelerogram

C

REAL*4 A(3000),RA(3000),RV(3000) ,RD(3000)
READ(5,500) DAMP,PER
500 FORMAT(2F10.5)
READ(5,501) DT,NN
501 FORMAT(F10.0,I5)
READ(5,502) (A(M),M=1,NN)
502 FORMAT (10F8.0)

C
C Computing the response
C
CALL RESP(PER,DAMP,NN,DT,A,RA,RV,RD)
C Computing the maximum of the responses
C
SA=0.
SV=0.
SD=0.

DO 100 M=1,NN

IF (SA.GT.ABS(RA)) GO TO 100
SA=ABS(RA)

TA=DT*(M-1)
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100 IF (SV.GT.ABS(RV)) GO TO 200
SV=ABS (RV)
TV=DT* (M-1)
200 IF (SD.GT.ABS(RD)) GO TO 300
SD=ABS (RD)
TD=DT* (M-1)
300 CONTINUE
WRITE(6,600) SA,SV,SD
600 FORMAT(1H1/1HO/1H ,10X,’MAX. ACC. RESPONSE(GAL) =,

1 F10.3/1H ,10X,’MAX. VEL. RESPONSE(KINE) =’,
2 F10.4/1H ,10X,’MAX. DIS. RESPONSE(CM) =’,
3 F10.5)

STOP

END

Subroutine program to compute the response time
history of the given damping ratio and given natural
period for given acceleration time history
INPUT

PER - NATURAL PERIOD OF THE SDOF SYSTEM

DAMP - FRACTION OF CRITICAL DAMPING

NN - NUMBER OF DATA

DT - TIME INTERVAL OF DATA

A - ACCELEROGRAM FOR WHICH RESPONSE IS COMPUTED
OUTPUT

RA - ABSOLUTE ACC. RESPONSE (ARRAY)

RV - RELATIVE VEL. RESPONSE (ARRAY)

RD - RELATIVE DIS. RESPONSE (ARRAY)

SUBROUTINE RESP(PER,DAMP,NN,DT,A,RA,RV,RD)

REAL*4 A(1),RA(1),RV(1),RD(1)
DATA PI2/6.2831853/
W=6.283185/PER
R=1.0+DAMP*W*DT+ (W*DT) **2/6.0
DDX=(2.0*DAMP*W+DT-1.0)*A (1)
DX=-A(1)*DT

X=0.0

RA(1)=DDX+A(1)

RV (1)=DX

RD(1)=0.0

RESPONSE COMPUTATIONS

31
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DO 110 M=2,NN
E=DX+DDX*DT/2.0
F=X+DX*DT+DDX*DT*%*2/3.0
DDX=-(A(M)+2.0*DAMP*WxE+W**2*F) /R
DX=E+DDX*DT/2.0
X=F+DDX*DT**2/6.0
RA (M) =DDX+A (M)
RV (M) =DXVELMAX
RD (M) =X

110 CONTINUE
RETURN
END

(2) Duhamel Integral - Convolution Integral

If a force p is applied to a system for a short duration of At, the applied impulse is
pAt, and this is equal to the increment of momentum of the system which is given by
m Az. Thus,

pAt = m Az (2.4.10)

The free vibration of the system, which is initially at rest, due to the impulse pAt or
initial velocity pAt/m is [See Eq.(2.2.22b)]

At
x(t) = e‘cw“tg—wd sinwqt (2.4.11)

Thus the response due to the arbitrary load p(t) is (See Fig.2.4.1)

1 t
t) = ~Cen(t=7) g t—71)d 2.4.12
x(t) de/O p(T)e sinwq(t — 7)dr ( )

w/ﬂ\ Y p(t)

ks --------
>
D

) — efgwn(tht) p(At)At

N\ i -
\/? TATaY o(t o sinwq(t — At)
:/\ A z(t) = e*Cwn(t*QAt)M sinwgq (t — 2At)
mwq

e
<

L=

g

q

===
—
[—
=

>

P

o (t—3an P(BAL) AL
v \/ \/ \/ \Vj SU(t) =€ ¢ n(t 3At)(’rnu)l Slnu)d(t — 3At)

Fig.2.4.1 0 Convolution integral
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Fig.2.4.2 Scheme of response spectrum

This is known as the Duhamel integral that is also expressed in the form

z(t) = /Otp(T)h(t —T)dr (2.4.13)

This form is called the convolution integral and the new symbol is defined by

h(t _ ,7_) — e—Cwn(t—T) Sin Wd(t — 7‘) (2414)

mwq

This is called unit-impulse response.
If the force is caused by an external acceleration Z,4(t), Eq.(2.4.12) becomes

1 t
a(t) = —— [ @g(r)e D sinwg(t — 7)d7 (2.4.15)

(3) Response Spectrum

The intensity of the ground motion gives engineers valuable information related to
the extent of damage of structures. The most important properties of earthquake ground
motion records are amplitude, frequency content and duration of the motion. By consid-
ering these three important properties, a convenient measure of a ground motion can be
obtained by evaluating the response of SDOF systems (see Fig.2.4.2). This measure is
called the response spectrum, which can be obtained as follows.

Structural response to earthquake excitations varies according to the dynamic char-
acteristics of the system. The dynamic characteristics are represented simply using only
damping and natural period for the simplest structure, i.e. the SDOF system.

As was described in the previous section, the response of the structure changes with
time. In structural design, in most cases the maximum response is more important than
its time variation. The maximum response to an earthquake input motion is a function
of the damping ratio (¢, and the natural period 7. Let the maximum responses for rela-
tive displacement, relative velocity and absolute acceleration be represented by Sq(¢,T),
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Sy(¢,T) and S,(¢,T), respectively. They can be calculated by using the step-by-step
method or by using Duhamel’s integration method as follows.

t
/ jég(T)e_Cw”(t_T) sinwq(t — 7)dr
0

Sd(C7 T) = i

(2.4.16a)

<
Ve

2
1 E cz)smwd(t —-7)+ 2

sinwq(t — 7)]dr (2.4.16b)

max

wWq .
Sy(¢,T) = ’/ ig(T)e_Cw“(t_T) [coswq(t — 1) —
0

coswq(t — 7)|dr

- masx

(2.4.16¢)

t
Sa(C,T) — wd’/ :'I}g(T)e—CWn(t—T)[(]_ _
0

The figure that presents the relationship between maximum response and period is
called the response spectrum. Therefore, Sq((,T),Sy(¢(,T) and S,((,T) are called the
relative displacement response spectrum, relative velocity spectrum and absolute acceler-
ation spectrum, respectively.

In the case of structural design, several strong motion records are commonly used. The
record at El Centro during the Imperial Valley earthquake, California in 1940 is the most
popular one in the world. The response spectra for this record are shown in Fig.2.4.3.
By analyzing many time history records from earthquakes, it has been found that the
response velocity of structures becomes almost constant for longer periods. Therefore a
response spectrum has the characteristics shown in Fig.2.4.4.

[Pseudo response spectra]

Since the damping ratio for ordinary structures is far less than 1, it will be found that

2
(~0, V1-C=~1 and wd%wn:%

Then, Eqs.(2.4.16a-c) can be rewritten approximately as follows:

Sa(¢,T) ~ win /Ot g (T)e T sinw, (t — 7)dT . (2.4.17a)
Sy (¢, T) ~ /t Gy (T)e™ ) coswy (t — 7)dT (2.4.17b)
0 max

Sa(C,T) =~ wy /t G (T)e ) sing, (t — 7)dT (2.4.17¢)

0 max

Let us introduce a new symbol as

Sp(¢,T) = ‘/t Gy (T)e” ) ginwy (t — 7)dT (2.4.18b)

0 max

It has been proved that Sy, (¢, T) differs very little from S,(¢,T"). Introducing two more
new symbols Sp4(¢,T"), and Spa(¢,T') and using Eq.(2.4.18b), Eqs.(2.4.17a) and (2.4.17¢)

becomes as follows.
5pa(C. T) = —Spu(C,T) ~ Sa(G,T) (2.4180)
SpalC,T) = wnSpv (¢, T) = Su(¢,T) (2.4.18¢)
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Fig.2.5.1 Virtual displacement of a body

The values Spa(¢, T), Spv(¢, T'), and Spa(C, T') are called the pseudo (relative) displacement
response, pseudo (relative) velocity response and pseudo (absolute) acceleration response,
respectively.

Due to these simple relationships, it is possible to present the three types of responses
in a single plot. A four-way log plot as shown in Fig.2.4.5 allows the three types of spectra
on a single graph that is called a tripartite response spectrum.

If the response spectrum is given, the maximum response of any SDOF system can
be determined. Furthermore, it should be noted that the response of a multi-degree
of freedom (MDOF) system can also be approximately evaluated by using the response
spectrum. The method, e.g. modal analysis or the square root of sum of squares (SRSS)
method, will be explained in Chapter 3.

2.5 Principle of Virtual Work - (Generalized SDOF
Systems

If the structural system is complicated, the direct equilibration of forces may be difficult.
In such cases, the principle of virtual work can be used to formulate the equation of
motion as a substitute for the equilibrium relationships.

The principle of virtual work can be expressed as follows. If a system which is in
equilibrium under the action of a set of forces is subjected to a virtual displacement, the
total work done by the forces will be zero.

(1) For example, suppose there is a body in equilibrium with applied forces, p1, ps2, p3
and py (See Fig.2.5.1). Then the work caused by the virtual displacement § will be zero.
Therefore we will have the following equation.

PL-04+p-04+ps-0+pi-0=0 (2.5.1)

(2) If we apply this principle to a common SDOF system, the following equation can be
given. (See Fig.2.5.2)
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—mE(t)-d —cx(t)-d—ka(t) - d+pt)-d=0 (2.5.2)

Since 0 can be arbitrary, we then have the following equation of motion, which is exactly
the same as the equation derived by direct equilibration using d’Alembert’s principle.

—mi(t) —cx(t) — kx(t)+ p(t) =0 (2.5.3)

(3) Let us consider the relatively complicated system shown in Fig.2.5.3.

The forces acting on the system at B, C, D and E are p(t), —m3§(t), —ky(t) and
—c%y(t), respectively, where the vertical displacement at D is defined as y(t). If the
virtual displacement 0 is given at D, the virtual work caused by this displacement should
be zero. Then the following equation can be given.

1 2 2 1 1
t)- =6 —m=9(t) - =6 —ky(t)-0 —c=y(t) - =0 = 2.5.4
p(t) - 50 —mgy(t) - 5 y(t) -0 —c5y(t) - 56 =0 (2.5.4)
Finally, we can have the following equation of motion
2\2 . 1\2 . 1
(5) miit) + (5) cit) +ky(t) = 5p(0) (2.5.5)
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7 —x(t)

_ =

Fig.2.6.1 Free vibration of an undamped spring-mass system

If we denote,
4 1 1

m*=-m, ¢ =-¢, k'=k,  and p*= gp

9
Eq.(2.5.5) can be written in the form

() + ¢ gt) + ky(t) = p (1) (2.5.6)

This has the same form as the equation for a simple SDOF system. m*, ¢*, k* and p*(t)
are called the generalized mass, generalized damping coefficient, generalized stiffness and
generalized load, respectively.

It should be noted that the sign of each term of Eqgs.(2.5.2) and (2.5.4) is positive when
the virtual displacement and the force have the same direction, and is negative when the
directions of the virtual displacement and the force are opposite.

2.6 Rayleigh’s Method - Vibration of Continuous
Members

(1) Basis for the Method

The vibration frequency or period of a SDOF system has a controlling influence on its
dynamic behavior. For this reason it is useful to develop a simple method of evaluating the
vibration frequency for SDOF systems. Probably the most useful procedure is Rayleigh’s
method. The basic concept in the Rayleigh’s method is the principle of conservation of
energy; the energy in a freely vibrating system must remain constant if no damping forces
act to absorb it. Let us consider the free vibration motion of an undamped spring-mass
system. (See Fig.2.6.1)

The displacement can be expressed by

z(t) = xosinwyt (2.6.1)

and the velocity by
T(t) = xowy coswyt (2.6.2)

The potential energy of this system is represented by the strain energy of the spring:

1 1
Ep(t) = §k z(t)? = §k x5 sin? wyt (2.6.3a)
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YyXH =9 (X Yy sinwpt

X m(x) El (X —

Fig.2.6.2 Vibration of a nonuniform simple beam

while the kinetic energy of the mass is

1 1
Ex(t) = g™ i(t)? = ™M T8 w2 cos® wyt (2.6.4a)
At the time when ¢t = T'/4 = 7/(2w, ), the kinetic energy is zero and the potential energy

reaches its maximum value: ]
Epmax = §k Ig (263b)
Similarly, at the time when t = T//2 = 7 /w,, the potential energy vanishes and the kinetic

energy becomes maximum.
1

Exmax = ™M z5 w2 (2.6.4b)
Hence, if the total energy in the vibrating system remains constant (as it must in
undamped free vibration), it is then apparent that the maximum potential energy must

be equal to the maximum kinetic energy, Epmax = Fkmax. We then have
wi=— (2.6.5)

This is, of course, the same frequency expression which has been given earlier; in
this case it has been derived by the Rayleigh concept of equating expressions from the
maximum strain energy and the maximum kinetic energy.

(2) Approximate Analysis of General Systems

There is no advantage to be gained from the application of Rayleigh’s method to
vibration analysis of a spring-mass system as described above; its principal use is for the
approximate frequency analysis of a system having many degrees of freedom.

Consider, for example, the non-uniform simple beam shown in Fig.2.6.2. This beam
actually has an infinite number of degrees of freedom. In order to apply the Rayleigh
procedure, it is necessary to make an assumption about the shape that the beam will take
in its fundamental mode of vibration. Noting the harmonic vibration of the generalized
coordinate in free vibration, the displacement of the beam can be expressed by

y(x,t) = () y* sinwyt (2.6.6)

where ¢(x) is the shape function and y* is the generalized coordinate. This equation
expresses the assumption that shape of the vibrating beam does not change with time;
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only the amplitude of motion varies, and it varies harmonically in free-vibration. The
assumption of the shape function ¢ (x) effectively reduces the beam to a SDOF system.
The frequency of vibration can be found as follows.

The strain energy of this flexural system is given by

Ep(t) = %/E[(@{%}de (2.6.72)

Substituting Eq.(2.6.6) and letting the displacement amplitude take its maximum value

leads to
1

Epmax = §(y*)2 / EI(z){"(2)}?dx (2.6.7b)

The kinetic energy of the nonuniformly distributed mass is

Fc(t) = % / (@) {3z, 1) 2da (2.6.82)

Differentiating Eq.(2.6.6) and substituting this to Eq.(2.6.8a), the maximum kinetic en-
ergy can be given by

1 *
B = 5073 [ m(a) {00 ds (2:6.8b)
Equating the maximum potential energy to the maximum kinetic energy, the frequency

is found to be
o[BI @) e
b [m(){¢(@))de

It may be noted that the numerator is merely the generalized stiffness k* for this assumed
displacement shape, while the denominator is its generalized mass m*.

(2.6.9)

k= / ElI(z){y"(x)}*dx (2.6.10)

m* = /m(:v){w(:v)}Qd:L' (2.6.11)

Thus Rayleigh’s method can be directly applied to any SDOF system of the generalized
form and the frequency can be given by

k*
w? = (2.6.12)
m*
[Example 2.5] m, El
Derive the natural frequency of a simply A
supported uniform beam, using Rayleigh’s L L
method. Fig.E2.5

[Solution)]
At first, let us assume the shape function (1) as parabolic.
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Shape function (1)

y(r) = 2* — Lz y'(x) =22 —L y'(x) =2
Then,
L

L
k= / EI(2)%dx = 4EI [:zc] — 4EIL
0 0

L L
m* = / m (2 — Lz )*dr = m/ (z* — 2La% + L*2%)dx
0 0

x® x4 x37L 1 1 1 mL®
=m[T -2t L] —mp(c o4 ) =
m[ 5 TN P VA R 30
k* 30 ETl
“n m* mlb ml4

We can imagine this may not be a good estimate of natural frequency. Because the second
derivative of the shape function (1) is constant (= 2), which means that the curvature of
the beam is uniform along the beam length.

Because the curvature should be zero at simply supported beam ends, let us assume
the shape function (2) so that its second derivative becomes parabolic.

Shape function (2)
y(r) =2 —2L2* + L’z o (x) = 42® — 6La* + L° y'(z) = 12(z* — Lx)

Then,

L L
k= / EI{12(2* — Lz)}*dx = 144E1 / (z* — 202 + L*2%)dw
0 0

5 1 3L 11 1y 24
— 144F] [x— Y LQx—] _ 144E1L5(— _ 4 —) _2prrs
5 1 3 1o 5 273)7

L
m* = / m (x* — 2La% + L*2)?dx
0

L
= m/ (2% + 40225 + Lo2% — 4La" — 4L*2* 4+ 2L%2°)dx
0

0 7 3 8 0 x61L
=m|— +4L* = + L[S — 4L — 4L + 2L
m[g taL Ay 8 5 T4 %
—mL9(1+4—|—1—1—4—|—1>
N 9 7 3 2 5 3

1 31
(70 + 360 + 210 — 315 — 504 + 210) = ——mL°
53070 360+ +210) = &5m

k* 24 630 1 3024 EI EI
2 _ = FILP— = ~ 97.
W m* 5 31 mlL? 31 mlil4 7 5mL4

=mlL°
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Now, let us assume the shape function (3) as follows.

Shape function (3)

™ ™ ™ 7T2 . T

y(z) = sin A Y (x) = 7008 y'(x) = —Jzsin

2 4

L 9 L
k*:/ EI(—W—SmH) dx:EIW— 1(1—(:05.27T—I)(1l:15
0

L2 L L* J, 2 L
d L 2L d ™ El
:El—[ — g _} :EJ_M _ T LBl
DY 7 RS T s I 27 9 L3
L L
2
m*=m &nZEda: =m —(1 —cosﬂ)dx
0 L 0 2 L
B m[ L . QW.%}L B mL
D T N PR
k* ™ EI 2 El
2
= = ——— 974
“n m* 2 I3 mL mL4

This is the best estimate of the natural frequency, because the shape function (3) is the
true shape function. It can be seen that the shape function (2) gives the natural frequency
which is almost identical to the one that is derived using the shape function (3). This
indicates that it is better to select a shape function which satisfies boundary conditions
not only in terms of deflection but also in terms of curvature.

(3) Selection of Shape Function

The accuracy of the vibration frequency obtained by Rayleigh’s method depends en-
tirely on the shape function ¢ (x). In principle, any shape function may be selected which
satisfies the geometric boundary conditions. However, any shape other than the true
vibration shape would require the action of additional external constraints to maintain
equilibrium; these extra constraints would stiffen the system and thus would cause an
increase in the computed frequency. Consequently, the true vibration shape will yield the
lowest frequency obtainable by Rayleigh’s method and the lowest frequency given by this
method is always the best approximation.

The correct vibration shape t.(x) is the deflected shape that results from a loading
P.(x) proportional to m(z)i.(z). It is not possible to guess the exact shape 1).(z) for a
complex system, but the Rayleigh procedure will provide good accuracy with the deflec-
tion shape computed from the loading P(z) = m(x)y(x), where 1 (z) is any reasonable
approximation of the true shape. One common assumption is that the inertia force P(x)
is merely the weight of the beam, that is, P(z) = m(z)g. The maximum strain energy
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can then be found very simply, from the fact that the stored energy must be equal to the
work done in the system by the applied loading.

Bruss = 3 [ Pa)a@)ds = 50" [ m(2) e)do

where yq(z) is the deflected shape resulting from the dead load. The kinetic energy is
given by Eq.(2.6.8b), in which ¢(x) = yq(z)/y*. Thus the frequency can be given by

o 9 Jm@)d(@)de
by [ m(e){d() da
_ g ) m(@)ya(z)dx

Jm(@){ya(z)}2de

The loading P(x) is the gravitational loading in cases where the principal vibratory
motion is in the vertical direction. For a structure like a vertical cantilever, the loading
must be applied laterally, because the principal motion is horizontal. We must be cau-
tioned against spending too much time in computing deflected shapes, for any reasonable
shape assumption will give useful results.

(2.6.13)

(4) Improved Rayleigh’s Method

The idea of using a deflected shape resulting from an inertia loading can be applied
to improved versions of the procedure.

Method ROO
Let us select the arbitrary shape function which satisfies the geometric boundary

conditions. We have
y O (z,t) = O y* sinwyt (2.6.14)

where superscript zero denotes the initial values. The maximum potential and kinetic
energy are given by

1 9%y
EPmax_é/EI($>{ 893'2 }dl‘
y>)<(0)2
== / EI(z){y"©}?dx (2.6.15)

1
EKmax - 5/Tn(:lj){y(o)}Qda7

%(0)?
=Y 20 wﬁ/m(m){w(o)}Qdaz (2.6.16)

The standard Rayleigh frequency expression, designated as Rqg, is

o JEI@) {0 s
SN ETECEOYErE

(2.6.17)
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Method R01

A better approximation of the frequency can be obtained by computing the potential
energy from the work done in deflecting the system by the inertia force associated with
the assumed deflection. The inertia force at the time of maximum displacement is,

p9(z) = wim(z) y© =y Ow?m(z) @ (2.6.18)
The deflection caused by this loading may be expressed as,

1) *(1)
W _ 29" _ 2.,1Y
y - wn (,()2 - wn 'l/)

n wl’l

= w2 gD (2.6.19)

where w, is the unknown frequency. The potential energy of the strain produced by this
loading is given by,
/ 0 (2) y Dz

*(0) 4/m Dz (2.6.20)

EPmax -

[\DIH N | —

Equating this to the kinetic energy given by the originally assumed shape [Eq.(2.6.16)]
leads to the improved Rayleigh frequency expression, Ro;:

) O ['m(z {w }de

2.6.21
wn ]_) fm d:C ( )

This is often recommended in preference to Eq.(2.6.17) because it avoids the differentiation
operation and will give improved accuracy.

Method R11
A still better approximation can be obtained with relatively additional effort by com-
puting the kinetic energy from the calculated shape y». In this case,

Fkmax = %/m(m){y(l)}%x
- %{g*ﬂ)}? / m(z) {2 da (2.6.22)

Equating this to Eq.(2.6.20) leads to the further improved result (R;; method):

y*©) f m(x) O Wy
= 0 ) (90 (2623)

Further improvement could be obtained by continuing the process another step, that
is, by using the inertia loading associated with 1) to calculate a new shape 1. In
fact, the process will eventually converge with the exact vibration shape. However, for
practical use of Rayleigh’s method there is no need to go beyond the improved procedure
represented by Eq.(2.6.23).
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[Example 2.6]
A concentrated mass M is attached to the m, El M
center of a simply supported uniform beam, )

L | LR

< »
< Lo

whose length is L, mass per unit length is m
and flexural stiffness is E'1, as shown in Fig.
E2.6. Calculate the fundamental natural pe- Fig.E2.6
riod of the beam, using Rayleigh’s method

with the prescribed shape function.

Where, L = 100 (cm), m = 2.0 x 107° (kNs?*/cm?), M = 0.1 (kNs?®/cm), £ = 2100
(kN /em?), T = 6.0 x 10° (cm?)
mc)

Shape function (1) : y(z) = sin(f

Shape function (2) : y(z) = z(3L? — 42?) for (z < 5)

h

[Solution]
For shape function (1)

L L
k*:/o El{y"(x }d:z:—EIL4/ (smf) dx

| onx ‘re L 2mx L
— Bl 1 — cos 22 _EI—[———‘ il
A 2( COSL)dx I R A
4 L EI
_E]_[_i| 4
LAL2 2L3
2100 x 6 x 10° )
— — ~ 1
3 Togr X ™ = 630n" ~ 61370
2 L T )
m* —/ my’de + M{y(z )} :m/ sin® — dz + M (sin — =)
L L2
T L . 27z
—m/ 1—cos—)dx+M m[a—asmT}o—l—M
100

== +M_?><20><10 +0.1=0.101

k* 61370
2 = ) . =
Wy = - 0101 6.076 x 10° wn =779

For shape function (2)

y(x) = 2(3L% —42?)  y(z) =3L% - 122>  ¢'(z) = —24x
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L 5 L/2 37 L/2 13
K _/ EI{y'(2)} do = 2EI/ (~240)%dw = 1152 B1| | " = 1152 81| 5 55
0 0 0
= 48FETL? =48 x 2100 x 6 x 10° x 100® = 6.048 x 10'¢
L L 9
m* = / my’de + M{y(z = 5)}
0
L/2 L L2
=2m [ {21 — ")} do + M{5 (317 — a5}
0
L/)2
=2m / (9L*2® — 24L%2" + 162°)dx + M L°
0
9 24 16 .L/2 3 24 16
—om|SLh® = L% 4 2| MLS = 2mL7 S - ML
K e A P ML Thxse T Tl T
3 3 1 105 42 5
- L7[— 2 —} MLS = L7[— il —} MLP
MLl 10 el T M0 " 120 T1a0) T
17 17
= £mL7 + MLS = gz x 107° x 1007 + 0.1 x 100 = 0.97 x 10° + 0.1 x 10"

~ 0.101 x 10"

,  k*  6.048 x 10'6
Wwe =—n~R ——
"7 mr T 0.101 x 1012

The frequency obtained from the shape function (2), w, = 774, is smaller than that
obtained from the shape function (1), w, = 779. Since the lesser frequency obtained by
Rayleigh’s method always gives better approximation, the shape function (2) is closer to
the real mode shape.

~ 5.988 x 10° wy, = 774

2.7 Frequency Domain Analysis

Let us remember Fourier transformation. This is a fundamental mathematical technique
with which an ordinary function can be decomposed into many simple harmonic motions
with different frequencies. When the external force p(t) is expanded into many terms
of simple harmonic motions by Fourier transformation, the response to each term can
be obtained by the procedure in Section 2.3 for the solution of simple harmonic loading.
When the solution for each harmonic loading is obtained, the solution for p(t) is then the
sum of all those responses.

(1) Complex Frequency Response Function

An equation of motion for a damped SDOF system subjected to the external force

p(t) is
mi(t) +ca(t) + ka(t) = p(t)

Then consider the external force that is

p(t) = po e (2.7.1)
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Remembering the Euler’s formula, ¢! = coswt + isinwt, the above equation represents
sunusoidal and cosine forces together. Then the equation of motion becomes

mi(t) + ci(t) + kx(t) = poe™” (2.7.2)

Since the external force is harmonic, let us assume that the solution is also hamonic with
the same frequency as the external force.

x(t) = po H(w) ™" (2.7.3a)
where H(w) remains to be determined. Differenciating the above equation, we obtain
#(t) = iwpo H (w)e™" i(t) = —wpoH (w)e™! (2.7.3b)
Substituting these equations into Eq.(2.7.2), we have
m{—w’poH(w)e™'} + cliwpoH (w)e™'} + k{poH (w)e™'} = poe™

{—w*m +iwe+ k}poH(w) €' = py e

Then we have

Hw) = —w?m —l—liwc + k
1 !
k{1 = (w/wn)?} +i{20(w/wn)}
1 1

T k(1 —12) +i(2Cr) (27.4)

where, as already defined, w? = k/m, ¢ = ¢/(2mw,) = cw,/(2k) and r, = w/wy.
H(w) is known as the complex frequency response function and represents the steady
state response of the system to a harmonic force of unit amplitude.

(2) Response to Arbitrary Excitation

Any excitation p(t) can be represented by the Fourier integral as follows.

p(t) = % /_ " P(w)etd (2.7.50)
where, .
Pw) = / p(t)e= " dt (2.7.5b)

Eq.(2.7.5b) represents the Fourier transform of the time function of p(t), and Eq.(2.7.5a)
is the inverse Fourier transform of the frequency function P(w).

The response of a linear sysytem to excitation p(¢) can be obtained by combining the
response to each harmonic excitation term of Eq.(2.7.5a). Then,

() = % / X ()6t dw (2.7.6a)
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X(w) = H(w)P(w) (2.7.6b)

(3) Complex Frequency Response Function and Unit Impulse Function
The impulse response function of Eq.(2.4.14) can be written for 7 = 0 as

1

ht) = mw

e~ “nt sin wqt (2.7.7)

Substituting p(t) = 0(¢) into Eq.(2.7.5b), the Fourier transform for the unit impulse is
given as follows.

P(w) = / (et (2.7.8)

[e.9]

Substituting P(w) = 1 into Eq.(2.7.6b), Eq.(2.7.6a) gives
1 [~ ,
h(t) = 2—/ H(w)e™dw (2.7.9a)
™ —00

We can see that h(t) is the inverse Fourier transform of H(w), and H(w) is the Fourier
transform of h(t).

H(w) = /_ T hetar (2.7.9b)

o0

(4) Discrete Fourier Transform

The frequency domain analysis requires that the Fourier transform of p(t), Eq.(2.7.5b),
and the inverse Fourier transform of X (w), Eq.(2.7.6a), be evaluated numerically and the
numerical evaluation requires truncating these integrals over an infinite range to a finite
range. This is equivalent to approximating the arbitrary time-varing excitation by a
periodic function.

[Finite complex Fourier series]

When the arbitrary loading is expressed as N digitized values p,,,

N/2-1
Pm= Y BPpelCrhm/) m=0,1,2,...,N—1 (2.7.10a)
k=0
1 N/2-1
Pe= ; pe 2rkm/N) k=0,1,2,...,N—1 (2.7.10b)

The response will be,

N/2—1
Tlmty) = Tm = B H(ZE)Pe®mm/N) i =0,1,2,... N -1 (2.7.11)
k=0

[Finite Fourier series|
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Complex algebra is required to calculate equations for the finite complex Fourier series.
The calculation without complex algebra can be done using the finite Fourier series as
follows:

4 Ve A
Pm = 70 + Z (Ay coswit + By sinwyt) + gf/z oS W2t (2.7.12)
k=0
" 2mk
where, wy, = ——
NAt
N-1
2 2rkm
Ap = NmZ:OPmCOST k=0,1,2,...,N/2—1,N/2 (2.7.13a)
N—1
2 . 2mkm
Bk:NmZ::mesm ¥ k=1,2,...,N/2—1 (2.7.13b)

The coefficient of Eq.(2.7.10a) and the above coefficients have the relationship as follows:

Ay —iB
P = ’“T” 0<k<N/2 (2.7.14a)
Ay —iB
Py_j = ’“TZ’“ 1<k<N/2-1 (2.7.14b)
The response will be,
N/2-1 N/2-1
ok ok
2t =tw) = 2m= 3 RayApcos =+ 3" RgyBysin ™" m=0,1,2,...,N-1
k=0 k=1

(2.7.15)
where the dynamic magnification factor Rqy has been already given by Eq.(2.3.21).



Chapter 3

Multi Degree of Freedom (MDOF)

Systems

3.1 Equations of Motion

Equations of motion for a two-degree of freedom system, as illustrated in Fig.3.1.1, can

be derived as follows.

Considering the equilibrium of the forces acting on the first mass, we have

—my &y — ¢y &1 + co(To — 1) — k121 + ko2 — 1) +p1 =0

Similarly as to the second mass, we have

—mso Z‘E’Q — CQ(ZtQ - l’l) - ]{32(1’2 - xl) +p2 = 0

(3.1.1a)

(3.1.1b)

It should be noted that for simplicity, from this section on, x and p are used instead of
z(t) and p(t), respectively. Rearranging the above equations yields

mq fi’l -+ (Cl -+ Cg)i'l — Co .Ci?g -+ (kl + kg)l’l — kz To = P1

Mo Ty — Co X1 + Ca Ty — ka1 + ko Ty = Do

When we rewrite these equations in a matrix form, we have

|:m1 0 :| {.ﬁlﬁl} |:Cl + Co
. +
0 mo T —C9

C2

I

T
T

ol

ki + ko —ko
—k2 ks

X
X2

{r}

y X X
/ ‘ L k(e T
— K1 Xg Kz (%-%)
My Xy D tVAYAYS -My % D2
I —>— <
L on O N1 N O NN
7
—Cz (%-X)

Fig.3.1.1 Two-degree of freedom system

o1

(3.1.2a)
(3.1.2b)

(3.1.3a)
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[ml{@} + [c{a} + [ki{z} = {p} (3.1.3b)

where [m], [c| and [k] are called the mass matrix, damping matrix and stiffness matrix,
respectively, and {Z}, {2}, {x} and {p} are the acceleration vector, velocity vector, dis-
placement vector and force vector, respectively.

[t can be seen that Eq.(3.1.3b) corresponds exactly to Eq.(2.1.1) which is the equation
of motion of a SDOF system, except that the former has a matrix form. When we calculate
the multiplication of the third term of Eq.(3.1.3b), we obtain the forces ps; and ps which
are caused by the springs and the displacements.

ps1 = ki z1 + kiz xo (3.1.4a)
Ps2 = ko1 &1 + kag 2o (3.1.4b)

The element kq; is the force produced at the 1st mass due to a unit displacement at the
1st mass only, and k5 is the force produced at the 1st mass due to a unit displacement at
the 2nd mass only, etc. Therefore, each element of the matrices has the following physical
meaning: ms;, ¢;;, and k;; are the forces at the i-th mass due to a unit of acceleration,
velocity and displacement applied at the j-th mass, respectively, with a restriction that
all other accelerations, velocities and displacements are equal to zero.

Then it can be seen that the first column of the stiffness matrix shows the forces
applied at each mass to give a unit displacement at the first mass, etc. Similarly, the
i-th column of the damping matrix shows the forces applied at each mass to give a unit
velocity at i-th mass, etc. Furthermore we can see that m;; = mj;, ¢;; = ¢j; and ki; = ky;
by Betti’s law, i.e. the work done by one set of loads on the deflections due to a second
set of loads is equal to the work of the second set of loads acting on the deflections due
to the first.

Let us derive the equation of motion of a rather complicated system in Fig.3.1.2. The
displacement vector can be defined as follows.

X1
X2

{z} = 0 (3.1.5)
Ts
where x1, x9, 0 and x4 are the horizontal displacement of m, the horizontal displacement

of my, the rotation angle of Iy and the horizontal displacement of M, respectively. The
mass matrix is

my 0 0 0
0 om0 0

ml=10 o 1 o (3.1.6)
0 0 0 M

The elements of the first column of the stiffness matrix are the forces that give a unit
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Fig.3.1.2 Model of MDOF systems

displacement at m; (see Fig.3.1.3a). Then,

kin = ki + ko

ko1 = —ko

k31 = ki hi — k2 hy
ky = =k

The elements of the second column are (see Fig.3.1.3b)

k1o = —ky
oy = ko
k3o = ky ho
ki =10

The elements of the third column are (see Fig.3.1.3c)

kiz = ki hy — ko

k23 = k2 h?
k33 - k@‘i‘klh%‘i‘kgh%
k43 = _kl hl

where, kg = L?k,.
The elements of the fourth column are (see Fig.3.1.3d)

kg = =k
kos =0

kss = —ki1 g
kagy = kp, + Ky

53

3.1.10a
3.1.10b
3.1.10c
3.1.10d
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Fig.3.1.3 Elements of stiffness matrix

[Example 3.1]
Derive the equation of motion of the system
subjected to the ground acceleration i, as 1
shown in Fig.E3.1, where m; = my = m, ECZ K,
c1 = 3¢, co = 2c and ky = 3k, ky = 2k. m
1

[Solution] 77777772777

.. C
The mass matrix is _:Dl_ K,

[m] | 0 _m 0
Fig.E3.1

The damping matrix is
] = cp+c —c| | be —2c
| = co | |=2¢ 2¢c

The stiffness matrix is

W= [tk —R] [k -2k
T —ky k| |26 2k

Therefore the equation of motion is

3 S 2 2k 0

where, {1} is a vector of ones.
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In general, we can write the equation of motion for a MDOF system subjected to the
ground acceleration as follows.

(ml{i} + [e{a} + [kl{z} = =g [m]{1}

3.2 Undamped Free Vibration

Omitting the damping forces and external forces from Eq.(3.1.3b), the equation of motion
of undamped free vibration is given by

(m]{@} + [k]{z} = {0} (3.2.1)

When we assume that the motion for free vibration is a simple harmonic, as we did in
the case of the SDOF system, the displacement vector can be written in the form of

{x} = {u}sin(w;t + ) (3.2.2)

where {u} is the shape of a system that does not change with respect to time and @ is
the phase angle. The second derivative of this equation can be obtained as

{i} = —wi{u} sin(w;t 4 0) (3.2.3)
Substituting the above two equations into Eq.(3.2.1) yields
—w?[m]{u} sin(w;t + 0) + [k]{u} sin(w;t + 0) = {0}

Then,
([k] — wjz- [m]){u} sin(w;t +6) = {0}

Since the sine term changes with time, the following relation must be satisfied.

([K] — w2 lm]) {u} = {0} (3.2.4)

In order for a nontrivial solution of {u} to be possible, the determinant of ([k] — w?[m])
must be zero. Then,
|[k] = w?[m]| =0 (3.2.5)

This equation is called the frequency equation (or characteristic equation) of the system.
Expanding the determinant, this becomes the algebraic equation of the n degrees in the
frequency parameter w]2- for a system having n degree of freedom. The n roots of this
equation represent the frequencies of the n modes of vibration which are possible in the
system. The mode having the lowest frequency is called the first or fundamental mode,
the second lowest is called the second mode, etc. The vector of the entire set of modal
frequencies, arranged in sequence, is called the frequency vector {w,}.

%1
W2

{wit =1, (3.2.6)

Wn
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When the frequencies of vibration are determined from Eq.(3.2.5), Eq.(3.2.4) becomes

[Ej]{u} = {0} (3.2.7)

where,

;] = [k] — w;*[m] (3.2.8)

since [E;] depends on the frequency, it is different for each mode. The amplitude vector
{u} of the vibration is indeterminate, but the shape of the system can be determined.
The procedure to determine the frequency and the corresponding amplitude shape, which
is called the eigenvalue problem in mathematics, will be discussed later. If we let the
vector be dimensionless by dividing all components by one reference component (usually
the first or the largest), the vector can be determined, and it is called the j-th mode shape
{¢;}. Where,

1
{5} = qﬁ? (3.2.9)
b
The square matrix made up of the N mode shapes is called the mode shape matrix [¢].
P11 P12 o G
O =[{oHoa - fou] = |7 72 O (3210)
i bz b

The preceding discussion of the equation of motion was based on the stiffness matrix.
However, in many cases it is more convenient to express the elastic properties of the
structural system by means of the flexibility matrix rather than the stiffness matrix. The
flexibility matrix [f] is the inverse of the stiffness matrix [£].

f]=[k]" (3.2.11)
Egs.(3.1.3a) and (3.1.3b) can be written in the form of

{ps} = [kl{z} (3.2.12)

Substituting Eq.(3.2.11) to this equation yields
{} = [/UHps} (3.2.13)
or

r1 = f11psa + f12Ps2 (3.2.13a)
Ty = fo1Ps1 + fo2 P2 (3.2.13b)
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From these equations, it can be seen that the element of the flexibility matrix f;; is the
deflection at the ¢-th mass due to a unit force applied to the j-th mass. If we use the
flexibility matrix, Eq.(3.2.5) can be written in the form of

11~ 1| =0 (32.14)

where [I] represents an identity matrix of order n.

The flexibility matrix is given as the inverse matrix of the stiffness matrix, i.e. [f] =
[k]71. In case the flexibility matrix is given, the stiffness matrix can be obtained as the
inverse matrix of the flexibility matrix, i.e. [k] = [f]~'.

[Example 3.2] my

. G,
Find the frequency vector and mode shape

matrix of the system as shown in Fig.E3.2, Ky

where m; = my = m and ky = 3k, ky = 2k. m
1

A,

[Solution)]

The mass matrix is
m] = my 0| |m O Fig.E3.2
N L 0 mo o 0 m

The stiffness matrix is

h] = (ky + ke —ko| [ 5k —2k
T ke ke | |2k 2%k

The frequency equation becomes
9 5k =2k o fm O] _
- zill = || 5 ] -2 [o =0

5k — meQ- -2k B
—2k 2k — mwjz -

(5k — mw?)(2k — mw?) — (—2k)(—2k) =0

j
(mw?)? — Th(mw?) + 6k* = 0
(mw? — k)(mw; — 6k) =0
mw? =k or mw? = 6k

2 _ Gk

or w

m
k 6k
wj = E or (.Uj = E
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Then the frequency vector is given as

When w; = /k/m, Eq.(3.2.4) becomes,
e et =)

Uy = 22Uy

When wy = /6k/m, Eq.(3.2.4) becomes,

1
Ug = —§U1

Then,

Then,

Then the mode shape matrix is given as
1 1
[Qﬂ = [ 1}
2 —3

3.3 Orthogonality Conditions

The mode shape for an undamped system in free vibration of the j-th mode can be written
as follows [see Eq.(3.2.4)].

[E]{u;} = wjlm]{u;} (3.3.1a)
This equation must be satisfied for all mode vectors. Then we have for the k-th mode
[K]{ur} = wilm]{up} (3.3.1b)
Taking the transposition of both sides of Eq.(3.3.1a) and post-multiplying both sides by
{uy}, we have
([N ) {un} = wf ((m{us}) {un} (3.3.2)

Remembering the relationships ([A] [B])T = [B]*[A]", and the matrices [k] and [m] are
symmetrical, i.e. [k]T = [k] and [m]T = [m], this equation becomes

{ug} [k {un} = wi{u;} ml{w} (3.3.3a)

Pre-multiplying both sides of Eq.(3.3.1b) by {u;}T, we have

{ui} k] {un} = wi{u;} [ml{w} (3.3.3b)
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This equation is subtracted from each side of Eq.(3.3.3a).
(w; —wi){us} [m){u} =0
Apparently, w; # wy. Therefore, we have for different mode shapes
{u;} ' [m{up} =0 for  w; # wy (3.3.4)

This is the first orthogonality of eigenvectors, i.e. the different mode shapes are orthogonal
with respect to the mass matrix. This means that the off-diagonal elements of the product
[u]T[m][u] are zero.

The second orthogonality can be given from this relation. Pre-multiplying Eq.(3.3.1b)
by {u;}T and using Eq.(3.3.4), we have

{uj T [k{ue} =0 for  w; # wy (3.3.5)

This equation shows that the different mode shapes are orthogonal with respect to stiffness
matrix. The previous two equations indicate that the mass matrix and stiffness matrix
are diagonalized by the same matrix [u].

Pre-multiplying both sides of Eq.(3.3.1b) by {u;}T[k][m] ™! leads to

{u;} (K] m] ™ B we} = widwg} [R]{we}
from which (using Eq.(3.3.5))
{w;} K] [m] ! [k){ui} = 0 (3.3.6)
Pre-multiplying Eq.(3.3.1b) by {u;}T[k][m] ' [k][m] ™" leads to
{ug Y R[] = (k)] = (R {un} = wi{ug } [R]m] =" (k] {un }
from which (using Eq.(3.3.6))
{ug} k][]~ k] [m] = K] {ur} = 0 (3.3.7)

Pre-multiplying both sides of Eq.(3.3.1b) by —5{u;}*[m][k]~" leads to
J

é{ug‘}T[m]{uk} = {u;} " [m] k]~ [m]{ux}

from which (using Eq.(3.3.4))
{u;} T fm][k] m]{up} = 0 (3.3.8)

Similarly we have
{w;} (] (K]~ [m] (k] 7 ] {ui} = 0 (3.3.92)

or, introducing the relation of [k]™! = [f]

{wg} Iml [flm] [fllm]{u} = 0 (3.3.9b)
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The above mentioned orthogonality conditions can be expressed as
{u; Y [ ([m) ' [K]) {us} =0 for —oo<b< oo (3.3.10a)

It should be noted that Eqs.(3.3.4) and (3.3.5) are given by this equation when b = 0 and
b =1, respectively.
Using the mode shape vector form, we have

{¢j}T[m]([m]fl[k])b{¢k} =0 for —oco<b<oo (3.3.10Db)

[Example 3.3]
For the system in Example 3.2, confirm the orthogonality conditions of Eqs.(3.3.4) and
(3.3.5).

[Solution)]
The mass matrix, stiffness matrix and mode shape matrix have been given as follows.

N - IR

Therefore,

i 28] (e
e = o) [ 2 {4 =t m {2 =rneo

3.4 Concept of Normal Coordinates

It should be noted that the mode shapes can serve the same purpose as the trigonometric
functions in Fourier series, and that any displacement vector {x} for an N-degree-of-
freedom structure can be developed by superposing suitable amplitudes of the N modes
of vibration. Consider, for example, the three degree of freedom system shown in Fig.3.4.1.
We have,

Ly ¢a1 ¢a2 ¢a3 Qbal ¢a2 92533 X T
{x}=qQap p =27 C b1 p+258 Pro p +254 Pb3 p = | D1 Pp2 O3 | { 25 p (3.4.1a)
L ¢Cl ¢02 ¢c3 ¢C1 ¢C2 ¢C3 l’;
or
{z} = [o{="} (3.4.1b)

where {z}, [¢] and {z*} are the displacement vector, mode shape matrix and normal
coordinate vector, respectively.
Then, consider the undamped equation of motion of the system.

(ml{#} + [kl{z} = {p} (3.4.2)
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X*l b X*2 Oc2 Y X*3 O3 7
X1 0p— + XZ2¢m + X303 < =

X Gag— Xohp X3P a3

V7 7 7%

Fig.3.4.1 Concept of normal coordinates

Introducing Eq.(3.4.1b) and its second time derivative {Z} = [¢]{Z*} leads to

(i} + [K][¢l{="} = {p} (3.4.3)

Pre-multiplying both sides of this equation by the transpose of the j-th mode shape vector
{¢;}7 yields

{053 [m][o]{&"} + {5} [Kl[el{z"} = {5} {p} (3.4.4)

Expanding the first term of the left hand side, we have

(01 Il + 10,) b0} + . +{0,) o

0

o {0 Im{6)E, = (6.} Iml{6,}8]  (3.4.5)

0

Remembering the orthogonality conditions in the previous section, the above equation
becomes as follows.

{0} [ml{¢;}a; + {o;} ko5 x; = {95} {p} (3.4.6)
If we define new symbols as
m; = {¢;} [ml{o;} (3.4.7a)
k; = {¢;} [kl{os} (3.4.7b)
p; ={¢;} " {p} (3.4.7¢)

which are called the (normal coordinate) generalized mass, generalized stiffness and gen-
eralized load for the j-th mode, respectively. Then, Eq.(3.4.6) can be written,

m; I+ ki = pj (3.4.8)

which is a SDOF equation of motion for the j-th mode. If the mode shape vector form of
Eq.(3.3.1), [k]{¢,} = wi[m]{¢;}, is pre-multiplied on both sides by {¢,}", the generalized
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stiffness for the j-th mode is related to the generalized mass by the frequency of vibration
as follows.

{5} R85} = {0} [mH{ 95} (3.4.9)
" kr=w?m} (3.4.9b)

Then Eq.(3.4.8) can be rewritten

= (3.4.10)

The equation of motion of the damped system is

(mi{@} + [c{} + [ki{z} = {p} (3.4.11)
If it is assumed that the damping matrix satisfies the following orthogonality condition,
{65} [cHen} =0 J#k (3.4.12)
we obtain a SDOF equation of the motion for the j-th mode as follows.
mji, + ;i + kv = pj (3.4.13)
where
¢; = {0} ey} (3.4.14)
is the generalized damping for the j-th mode. Then Eq.(3.4.13) can be rewritten as
B 4 2w, 4+ wiry = (3.4.15)
m;
where «
G =5t
T 2miw;

is the j-th mode damping ratio.

The procedure described above can be used to obtain an independent SDOF equation
for each mode of vibration. That is, the normal coordinates transform a set of n si-
multaneous differential equations into a set of independent normal coordinate equations.
Therefore, the dynamic response can be obtained by solving separately for the response
of each normal coordinate and then superposing them. This procedure is called the mode
superposition method, and will be summarized in Section 3.8.

3.5 Damping Models

A dashpot is commonly used to represent the mechanism of structural damping. The
dashpot has been tacitly combined with the spring in parallel. However, a number of
combinations of dashpot and spring for dynamic systems have been proposed. We will
take a brief look at several simple models of the dashpot and spring.
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—MW— _
O——,—|—O O/\/\/\/_I_lo
1

a b
Fig.3.5.1 (a) Damping for Voigt model and (b) Maxwell model

(1) Voigt Model

The combination of dashpot and spring in parallel as shown in Fig.3.5.1a is called
Voigt model, which is sometimes referred to as Kelvin model. Let the spring constant,
damping coefficient, force applied to the system, and resulting deformation be denoted by
k, ¢, p, and 0, respectively. Since equal deformations arise in the spring and the dashpot
for a parallel model, the force of the spring is p; = k 6, and the force of dashpot is ps = ¢ 4.
Then, from p = p; + po, we have

p=kd+cé (3.5.1)
Assuming that a harmonic deformation with frequency w is given to the model,
d = dpsinwt (3.5.2)
Then,
p = do(ksinwt + cw coswt) (3.5.3)

Eliminating wt from the above two equations, the relationship between force p and defor-
mation ¢ is given as follow.

(BB (N () e

This represents the equation of an ellipse (Fig.3.5.2) that is shown as follows.

)
Let us denote Y = L, X=—andd= C—w, then Eq.(3.5.4a) becomes
k o do k

Y2-2YX +(1+d)X?=d? (3.5.4b)

The X-Y axes is rotated by an angle 0 to a new x-y axes. Then the relationships between
these two pairs of coordinates are as follows (Fig.3.5.3).

X =xcosf —ysind (3.5.5a)
Y =xsinf + ycosb (3.5.5b)

Substituting the above two equations into Eq.(3.5.4b), we have
(wsind + ycosf)? — 2(zsind + ycos ) (zcosd — ysinf) + (1 + d*)(xcosf — ysinh)? = d*
22 sin? @ 4 2y sin 6 cos O + y? cos 0

—222sin 6 cos 0 + 2xy sin® 6 — 2xy cos? 6 + 2y? sin H cos 6
+(1 + d*)(2? cos® @ — 2zy sin f cos O + y* sin? 0) = d*
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Using the formulae sin 20 = 2sin 6 cos and cos20 = 1 — 2sin?§ = 2cos?# — 1, the above
equation becomes

1+ cos 20 — cos 26

1
(1 —sin 20 + d? Y2? + (1 4 sin 260 4 d? 5 Yy — (2 cos 20 + d*sin 20) vy = d*
(3.5.6)
In order to eliminate the term that includes xy, let us rotate the X-Y axes by an angle 6

that satisfies the following equations.

2 2 d?
tan20 = —— or sin2 = ———— cos 20 = —— (3.5.7)

& Vi +d Vi + d

Then, Eq.(3.5.6) becomes the equation that represents an ellipse as follows.

2 2

L Y
) + o 1 (3.5.8)
where,

2d?
a’ = 3.5.9a
24+ d? — 4+ d* ( )

9 2d?
(3.5.9b)

b p—
24+ d2+ 4+ d?

The area enclosed by the ellipse is mab = wd for the coordinates of x and y. Then the
area of the inclined ellipse in the original coordinates of p and 0 (Fig.3.5.2) is,

AE = 7d(k 6)6y = Tcwdy (3.5.10)

The area represents the energy loss or energy dissipation per cycle that is proportional to
the frequency w.

Y

Y=xsing+y cosf » .7

g ./
. ”
< /7
y \ & ) /
~ g /
N )
< ;
N
N g
N

~ /
AN y 7
N ; /!
N /
: 0
~
AN /
/
~, o
N
~

.. X=x cosf) — ysng

Fig.3.5.2 Ellipse representing force Fig.3.5.3 Rotation of axes
and deformation relationship
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(2) Maxwell Model

Maxwell model is, on the other hand, the combination of spring and dashpot in series
(Fig.3.5.1b). In the series model, the force of the spring is equal to the force of the
dashpot, i.e. p; = po = p. The deformation of the spring is

&:% (3.5.11)

The deformation of the dashpot is

9y = /(1—?) dt (since, 0y = g) (3.5.12)

5= % + /(?3) dt (3.5.13)

Differentiating this equation yields

k .
P+ = kd (3.5.14)
Assuming,
p = k0 sinwt (3.5.15)
we have k:
d = do <sinwt - — coswt) (3.5.16)
cw
Eliminating wt from the above two equations, we have
EN2Y/ p\2 D 5 S\2 (k2
()6 2Ga) () + () = () (8:5.17a)
. P 0 cw
Let us again denote Y = —, X = — and d = —, then Eq.(3.5.7a) becomes
k 0o do k
{14 (1/d)*}Y? —2Y X + X? = (1/d)? (3.5.17D)

Substituting Egs.(3.5.5a) and (3.5.5b) to Eq.(3.5.17b), we have

1-— 20
{1-—$n29+(1ﬂ@2——l5§——}x2
1+ cos 26

+{1+5in20 + (1/a)? )

}y2—-{2cos29—-m/dfsh120}xy::(1/df (3.5.18)
In order to eliminate the term that includes zy, let the X-Y axes rotate by an angle 6
that satisfies the following equations.

2 2 1/d)?
tan20 = ——  or sin 26 = ———— cos 26 = _ (e (3.5.19)

(1/d)? 4+ (1/d)* Va+(1/d)
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Then Eq.(3.5.18) becomes Eq.(3.5.8) that represents the equation of an ellipse, where

a® = 2(1/d)” (3.5.20a)
2+ (1/d)? — /4 + (1/d)*
b = 2(1/d)" (3.5.20b)

24+ (1/d)2 4+ /4 + (1/d)*

Therefore, the area of the ellipse in the coordinates of p and § becomes as follows.

k252
AE = 7(1/d)(kdy)dy = 7—2 (3.5.21)
CWw

The area is inversely proportional to the frequency w for Maxwell model, in contrast to
the Voigt model.
(3) Hysteretic Damping Model

Although this model is apparently the same as Voigt model (Fig.3.5.1a), the damping
coefficient ¢ is assumed to be inversely proportional to the frequency w. Therefore, the
expansion of equations follows Voigt model with the substitution of ¢/w (¢: constant) in
place of ¢ for the damping coefficient.

Then, the energy loss for this case is

AE = ¢ §y° (3.5.22)
(4) Comparison of Damping Ratios
For each of the three models, the maximum potential energy is equal to
1
Ep = Ekég (3.5.23)

The energy loss rate (also called the specific energy loss), i.e. AE/Ep is related to the
damping factor,

1 AF
= —— 3.5.24
47 EP ( )
Then, the damping ratio for each model can be obtained as follows.
1
Voigt model Czéc?w (3.5.25a)
1k
Maxwell model =—— (3.5.25Db)
2cw
1é
Hysteretic damping model C:§£ (3.5.25¢)

These relationships are schematically shown in Fig.3.5.4. It should be noted that the
damping factor ¢ for Voigt model is proportional to the frequency w, the damping factor
for Maxwell model is inversely proportional to the frequency, and the damping factor for
the hysteretic damping model is constant with respect to frequency.
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10
05+
Hysteretic damping
L \ L \ > Cw
0 0.5 1.0 15 2.0 k

Fig.3.5.4 Frequency dependency of damping factor for each model

3.6 Stodola (Matrix Iteration) Method

This is one of the most convenient methods to solve for the mode shapes and corresponding
natural frequencies of a structure. In Stodola method, the initially assumed mode shape
is iteratively adjusted until an adequate approximation of the true mode shape has been
achieved. Then the frequency of vibration is determined.

(1) Procedure of Stodola method

i) Dynamic matrix
The mode shape {u} for an undamped system in free vibration can be written as
[k[{u} = wf[m]{u} (3.6.1)
Pre-multiplying the above equation by the flexibility matrix [f] = [k]~!, we have

{u} = W3 fllm{u}
w?[A{u} (3.6.2)

where [A] = [f][m] is the dynamic matrix.

ii) Assumption of mode shape

Assume the mode shape {u}"") that can be considered to be a close approximation to
the first mode, where the amplitude is arbitrary.

iii) Assumption of next mode shape

Calculate the following formula.
{a}) = [A]{u}"V (3.6.3)
And assume the next mode shape as follows.

{u}® = a {a}V (3.6.4)
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where «; is an arbitrary constant. If we choose a; to be {u;}" = {u;}?, a; eventually
converges on 1/w?.

iv) Repetition of assumed mode shape

Repeat step iii) until the following relation is satisfied

{0} ~ o, {u}Y (3.6.5)
Then {a}") is the mode shape vector and o, = 1/w? is the eigenvalue.

(2) Proof of Convergence

Any assumed mode shape can be expressed as
{u}W = {o1}a} + {g}al + {gs}al + - (3.6.6)
Eq.(3.6.3) becomes
{a} = [A|{u} = [A{d1}a] + [A{do} a5 + [Al{ds}a + -

Remembering [A]{¢;} = 2:{¢;}, the above equation can be written as

()0 = S0t + S5 {0k + Sg{ondas +-- (36.7)
Repeating step iii) in (1), we have
(@0 = o, Al (o1}t + [1{¢2}x2 [J{¢3}x3
al{(w—%) {oi}at+ (—3) {¢2}x2+( PRCIEE } (3.6.8)
oy = === o + () ){¢2}2+< DMeai ) (369)

Note the following relationship

2r 2r
1>> (ﬂ) >> <ﬂ> >> .. (3.6.10)
) w3
Therefore, we can eliminate the higher modes from the first assumption of the mode
shape, and the contribution of the higher modes can be made as small as is desired by
repeating step iii) in (1).

(3) Analysis of Higher Modes

The proof of convergence in (2) indicates that the procedure can be used to evaluate
the higher modes as well. Eq.(3.6.9) shows that, if 27 is equal to zero, the process must
converge towards the second mode shape. Thus, in order to calculate the second mode by
the matrix iteration method, it is necessary to assume a trial mode shape {ug}(l) which
contains no first mode component as follows.
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Any arbitrary assumption of the second mode shape is

{ug}V = {1 Yot + {pa}as + {3}l + ... (3.6.11)

Pre-multiplying both sides by {¢1}T[m] leads to

{1} [m){us} ) = {1} [ml{ 1 Y7 + {d1} T [ml{pa}as + {1} [m]{ s}l + - -
= {1} [m]{¢1}a7 (3.6.12)

Hence,

(o) I}
Tl

Therefore, if this component is removed from the assumed shape, the vector is to be
purified.

(3.6.13)

{aa}V = {ux} ) — {1 }a7 (3.6.14)
This purified vector will now converge towards the second mode shape in the matrix
iteration method. Round-off error in the numerical calculations, however, will cause
reappearance of the first mode. Therefore this purification operation is necessary at

each cycle of iteration. A convenient means of purification is to use a sweeping matrix.
Substituting Eq.(3.6.13) to Eq.(3.6.14) yields

a3 — 1M {1 H 61} [m]{us} V)
{u} = {usg} Tl (0]
= [s1]{us}V (3.6.15)
where A
o= (G P o} 3619

is the sweeping matrix.

Then, the Stodola procedure in (1) can now be formulated so that it converges towards
the second mode, replacing the dynamic matrix [A] by the product [A][S] of the dynamic
matrix and the sweeping matrix.

The third and higher modes can be obtained by the use of the following sweeping
matrices.

g {80} )
2] = 1) = T T} G010
{65363} T[] (3.6.18)

2] = 2] = 0 AT}
[Example 3.4]

For a dynamic matrix [A] given below, calculate the mode shape vector and the eigen
value of the first mode by Stodola Method.

[A] =

—_ =
DN DN
W DN =
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[Solution)]
Table E3.4 Calculation sheet for Stodola method
{¢}
4] H 2 B @ 6 ©)
11 1 1 0.500 0.452 0.446 0.445 0.445
1 2 2 1 0.833 0.806 0.803 0.802 0.802
1 2 3 1 1 1 1 1 1
1/w? 6 5.166 5.064 5.052 5.049 5.049
Therefore {¢}! = {0.445 0.802 1} and 1/w? = 5.049.
Then, w? = 0.198, w = 0.445 and T = 14.12.
[Example 3.5] W
For a five story shear type structure, calcu- k.
late the mode shape vector and the eigen W,
value of the first mode by Stodola Method.
Where, W1 = W2 = W3 = W4 = W5 = 490 |(4
(kN), ky = 500 (kN/cm), ko = 450 (kN/cm),
]{73 = 400 (kN/Cm), k?4 = 350 (kN/cm), ks
ks = 300 (kN/cm), W,
k2
W,
kl
m

Fig.E3.5
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[Solution]
Table E3.5 Calculation sheet for Stodola method

K O1i m; | P Z; m;P1 k; o * Z; 0; w% ok ®1i
5 5 0.5 | 2.500 2.500 300 | 0.00833 | 0.06675 | 74.91 | 4.450
4 4 0.5 | 2.000 4.500 350 | 0.01286 | 0.05842 | 68.47 | 3.895

113 3 0.5 | 1.500 6.000 400 | 0.01500 | 0.04556 | 65.85 | 3.037
2 2 0.5 | 1.000 7.000 450 | 0.01556 | 0.03056 | 65.45 | 2.037
1 1 0.5 | 0.500 7.500 500 | 0.01500 | 0.01500 | 66.67 | 1.000
5 | 4.450 2.225 2.225 0.00742 | 0.06290 | 70.74 | 4.362
4| 3.895 1.948 4.173 0.01192 | 0.05548 | 70.21 | 3.847

2|31 3.037 | ditto | 1.519 5.692 ditto | 0.01423 | 0.04356 | 69.72 | 3.021
21 2.037 1.019 6.711 0.01491 | 0.02933 | 69.45 | 2.034
1| 1.000 0.500 7.211 0.01442 | 0.01442 | 69.35 | 1.000
51 4.362 2.181 2.181 0.00727 | 0.06205 | 70.30 | 4.348
4 | 3.847 1.924 4.105 0.01173 | 0.05478 | 70.23 | 3.839

3131 3.021 | ditto | 1.511 5.616 ditto | 0.01404 | 0.04305 | 70.17 | 3.017
21 2.034 1.017 6.633 0.01474 | 0.02901 | 70.11 | 2.033
1| 1.000 0.500 7.133 0.01427 | 0.01427 | 70.08 | 1.000
5| 4.348 2.174 2.174 0.00725 | 0.06191 | 70.23 | 4.348
41 3.839 1.920 4.094 0.01170 | 0.05466 | 70.23 | 3.838

4| 3| 3.017 | ditto | 1.509 5.603 ditto | 0.01401 | 0.04296 | 70.23 | 3.017
2| 2.033 1.017 6.620 0.01471 | 0.02895 | 70.22 | 2.033
1| 1.000 0.500 7.120 0.01424 | 0.01424 | 70.22 | 1.000
5| 4.348 2.174 2.174 0.00725 | 0.06190 | 70.24 | 4.347
4| 3.838 1.919 4.093 0.01169 | 0.05465 | 70.23 | 3.838

5131 3.017 | ditto | 1.509 5.602 ditto | 0.01401 | 0.04296 | 70.23 | 3.017
2| 2.033 1.017 6.619 0.01471 | 0.02895 | 70.22 | 2.033
1| 1.000 0.500 7.119 0.01424 | 0.01424 | 70.22 | 1.000
5| 4.347 2.174 2.174 0.00725 | 0.06190 | 70.23 | 4.347
4] 3.838 1.919 4.093 0.01169 | 0.05465 | 70.23 | 3.838

6| 3| 3.017 | ditto | 1.509 5.602 ditto | 0.01401 | 0.04296 | 70.23 | 3.017
2| 2.033 1.017 6.619 0.01471 | 0.02895 | 70.22 | 2.033
1| 1.000 0.500 7.119 0.01424 | 0.01424 | 70.22 | 1.000

Therefore, {¢}T
T = 0.75(s).

:{1

0= Z; mi¢1i/kia

2.03 3.02 384 435}, w? = 70.22, w = 8.38(rad/s), and

3.7 Holzer Method

*wi = 6i/(32,,0i)

71

In Stodola method, an assumed mode shape is adjusted until the true mode shape is
obtained, and then the frequency of vibration is calculated. In the Holzer method, the
process is essentially the reverse. The frequency is adjusted so that the true frequency
is established and the mode shape is evaluated simultaneously. It should be noted that
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this method is only applicable to so-called shear type structures or chain structures. The
process is as follows. (See Fig.3.7.1)

i) First of all, assume w;, where it can be an approximation of frequency for any mode.
ii) The force p, produced by the n-th mass is equal to the shear force V,, just below the
n-th mass, and is given by

Pp =V, = wjz-mnun

where u,, can be an arbitrary constant.
iii) The deflection 9,, caused by the shear force V, is

(5n = Vn/kn = w]zmn un/kn = Up — Up-—1
iv) Then, the (n — 1)-th element of the mode shape vector is

Up—1 = Up — 571

v) The shear force V,,_; just below the (n — 1)-th mass is

n
Vi1 =Pn+ P11 = Z w?im; u;

i=n—1
vi) Then, the deflection 4,1 caused by the shear force V,,_; is
On1 = Vo 1/kn1 = Un1 — Up_2
vii) The (n — 2)-th element of the mode shape vector is
Up—9 = Up—1 — Op_1

Repeating steps v)~vii), we have
viii)

ix)
ug = u; — 0y

If ug is equal to zero, the initial assumption of w; is the correct frequency of vibration.
If this value is positive, the assumed w; is smaller than the true w, in the case of odd
modes, or the assumed w; is larger than the true w; in case of even modes.

The Holzer method explained above can be conveniently performed according to Table
3.7.1.

The procedure for filling the blanks of the table is as follows.
a) Write in each value of mass m; and stiffness ;.
b) Assuming u, = 1, calculate p,, V,, and §,.
c¢) Calculate u,_1 where u, 1 = u, — 0y,.
d) Repeat steps b) and c¢) until ug = u; — J; is calculated.
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R

Vﬂ: pn

/ Vn—lzpn-l+pn
pn-2 g

pl‘

Fig.3.7.1 Holzer method

Table 3.7.1 Calculation sheet for Holzer method

v my Uy pi = miuiwjz Vi=>_pi ki 0 = Vi/ki
n 1.000 — — — —
n—1
n—2
3
2
1
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[Example 3.6] W,
For a five story shear type structure as shown K
in Fig.E3.6, calculate the mode shape vec- W, )
tor and the eigen value of the first mode and
the second mode by Holzer method, where, K,
W,
Wy =Wy = W3y =W, = W5 =490 (kN),
k1 = 500 (kN/cm), ko = 450 (kN/cm), ks = K,
400 (kN/em), kg = 350 (kN/cm), ks = 300 W,
(kN /cm).
K,
[Solution)] W,
o
For SDOF systems, the natural period is K,
given as
7
k Fig.E3.6

Let the displacement of the system be dg,
when the weight of the system is applied hor-

izontally.
mg

551‘,

k:

Therefore,

Q

T, =2m % Ost
\/ g 5

where, T}, is given in second and d4 is given in cm.

For MDOF systems, similar formula is given as follows.

5st

T, ~
1™ 55

The horizontal displacement of the structure subjected to horizontal forces that are
equal to its own weight is

_ 490 4902 490x3 490 x4 490 x5
T 300 1 350 400 450 500
= 1.63 4 2.80 + 3.68 -+ 4.36 + 4.90 = 17.37(cm)

dst

V17.37
5.5

~0.76(s) w827 w®~68

1~
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Table E3.6a First mode for Holzer method
(First assumption, w? = 68)

i my U; Di Vi k; 0;
= mzuzw? = 2.Di = Vi/ki
51 0.500 1.000 34.00 34.00 300 0.113
41 0.500 0.887 30.16 64.16 350 0.183
3 10.500 0.704 23.94 88.10 400  0.220
210500 0.484 16.46 104.56 450  0.232
1] 0.500 0.252 8.57 113.13 500 0.226
ug = 0.026

Table E3.6b First mode for Holzer method
(Second assumption, w? = 70)

1 m;

Uy

Di Vi

ki

Y

= mzuzwf = 2.Di = Vi/ki
5| 0.500 1.000 35.00 35.00 300 0.117
4 10.500 0.883 30.91 65.91 350 0.188
3 10.500 0.695 24.33 90.24 400 0.226
21 0.500 0.469 16.42 106.66 450  0.237
11{0.500 0.232 8.12 114.78 500  0.230
up = 0.002

Table E3.6¢ First mode for Holzer method
(Third assumption, w? = 70.2)

i m; U; Di Vi k; d;
= mzuzw? = 2.Di = Vi/ki
5 0.500 1.000 35.10 35.10 300 0.117
41 0.500 0.883 30.99 66.09 350 0.189
310.500 0.694 24.36 90.45 400 0.226
21 0.500 0.468 16.43 106.88 450  0.238
1] 0.500 0.230 8.07 114.95 500 0.230
uo = 0.000

Therefore, for the first mode
w? =170.2, w; = 8.38(rad/s), Ty = 0.75(s)
{uy}T ={0.230 0.468 0.694 0.883 1.000}T

5

In general, the natural frequencies of a uniform continuous beam fixed at the end is

given as follows.

Therefore, it may be assumed that the natural frequency of the second mode is wy

Wy = (2] — 1)w1

3wy &~ 3 x 8.38 &~ 25.1. Then, let us assume w3 ~ 25.1% ~ 630 ~ 600.

~
~
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Table E3.6d Second mode for Holzer method
(First assumption, w2 = 600)

[ my Uj Di Vi k; 0;

= miuiw]? = 2_Di = Vi/ki
5 | 0.500 1.000 300.00 300.00 300 1.000
4 10.500 0.000 0.00 300.00 350 0.857
310.000 —-0.857 —257.14 42.86 400 0.107
210500 —0.964 —289.24 —246.38 450 —0.548
110500 —-0.416 —124.95 —-371.33 500 —0.743

up = 0.327

Table E3.6e Second mode for Holzer method
(Second assumption, w3 = 500)

[ m; U; Di Vi k; 0;

= miuiu)? = 2.Di = Vi/ki
5 | 0.500 1.000 250.00 250.00 300 0.833
41 0.500 0.167 41.67 291.67 350 0.833
310500 —-0.667 —166.67 125.00 400 0.313
210500 —=0.979 —244.79 —119.79 450 —0.266
110500 —-0.713 —178.79 —298.03 500 —0.596

uy = —0.117

Table E3.6f Second mode for Holzer method

(Third assumption, wj = 500 + %L~ = 520)

[ m; U; Di Vi k; 0;

= miuz‘w? = 2.Di = Vi/ki
5 | 0.500 1.000 263.00 263.00 300 0.877
4 1 0.500 0.123 32.35 295.35 350 0.844
310500 —-0.721 —189.62 105.73 400 0.264
210500 —0.985 —259.06 —153.33 450 —0.341
110500 —-0.644 —169.37 —323.70 500 —0.645

up = 0.001

Therefore, for the second mode
w? = 526, wy = 22.93(rad/s), Ty = 0.274(s),
{us}T = {—0.644 —0.985 —0.721 0.123 1.000}.

3.8 Mode Superposition and Modal Analysis

(1) Derivation of Equations

The procedures for mode superposition and modal analysis are explained, deriving
equations for a lumped mass “n” degrees of freedom as an example.
The equation of motion for a MDOF system is as already given

(ml{@} + [c{a} + [Kl{z} = {p} (3.8.1a)
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When the system is subjected to earthquake ground acceleration Z,(t) at the base, the
above equation is expressed as follows.

[mi{@ + &g} + [c{a} + [k[{z} = {0} (3.8.1b)
The base acceleration term is moved to the right hand side, and then
(ml{@} + [} + [ki{z} = —[m]{1}i, (3.8.1c)

where {1} is a vector of ones, i.e. all elements of the vector are unity.
The matrices for a lumped mass n degrees of freedom are given as follows.

miy M - Min m; 0 -+ 0
LT N I (3.8.22)
; : i : Lo 0
Mp1 Mpo - Mpy 0 -+ 0 mg
(ki1 ki Fin
k] = ?1k?'f ?” (3.8.2b)
b Fon o o
-011 Ci2 - Cin
= |2 T (3.8.2¢)
_Cr.n 01;2 Cr.m

The equation of motion of undamped free vibration is

[mi{i} + [ki{z} = {0} (3.8.3)
As was used for the SDOF system, we assume that the displacement vector is expressed
as a product of constant vector and time function e’“! *, i.e.
{2} = {u}e' (3.8.4a)
namely,
T Uy ‘
Ty p = Uy p e’ (3.8.4b)
x3 Uus

In order to obtain a non-zero vector solution for {u}, the determinant of the expression
{[k] — w?[m]} must be zero, i.e.

‘%}wﬂm”zo (3.8.5)

*eTiw — cogw + isinw
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From this condition, we obtain n values of wJQ- as eigenvalues. In addition, a corresponding
vector can be computed for each eigenvalue.

Dividing each element of the vector {u} by one reference element (usually the first or
the largest), dimensionless vector {¢;} is obtained. Combining the eigen vectors, a mode

shape matrix is obtained as follows.

¢11 ¢12 te QSln
6= oot = |77 7 (.586)
¢n1 ¢n2 Tt ¢nn

Now, we assume that the solution {z} for the original problem is expressed as a product
of [¢] and a time function vector {z*}.

:Cl
() = (01" = [{on) {6} - ()] 4 (35.7)
v
Then the equation of motion becomes
ll6}E} + I8} + WG} = —ml {1} (383)
Pre-multiplying the transposed matrix of [¢] to each term of the above equation, we have
Gl + BT+ TR =~ (389)
As it was mentioned previously, i.e. because of orthogonality of eigen vectors, we have
o= |V T (35.10)
C
where, m? = {¢;}T[m]{¢,} is called the generalized mass.
ki 0 - 0
0] " [K][¢] = ? kz 0 (3.8.11)
0 o 0k

n

where, k¥ = {¢;}T[k]{¢;} is called the generalized stiffness.
Generally the damping matrix is not diagonalized by matrix [¢], since eigen vectors
are not orthogonal with respect to damping matrix. Therefore,

k >k k
‘i G2 G

* 3k k
€1 Cp "0 Oy

el = T T (3.8.12a)

* * *
Cp1 Cp2 -0 C
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However, we assume that the above matrix becomes diagonal, i.e.,

¢ 0 0
EREICE O CQ o (3.8.12b)
6 0 ¢

where, ¢; = {¢;}[c]{¢,} is called the generalized damping.
Then, the equation of motion becomes

m; 0 - 0 it ¢ 0 - 0 it EE 0 -+ 0 't
0 mi . i§+gcg x’§+0k; x2
: . .0 : . .0 . : .0 :
0 -~ 0 m:] |% 0 -~ 0 ] % 0 --- 0 k| lzn
Z:-L:lmi@l
doimi Midiz |
= — : :L‘g
Z;’;lmi(bm
(3.8.13a)

This matrix equation is equivalent to one of the following three sets of differential equa-
tions.

* rek * ok * % - n
miEY + oy + ki) = —Fg Y L mign
mydy + iy + kyxy = —ig Y i Midie
: (3.8.13b)
* ek * ok * ok . n
myx, =+ CpTy + kn n— g Zi:l ngbm
or
* * n
* C1 .« 1 x - Zi:l mz¢11
T+ —x + T, =
1 * 1 * 1 g *
my 1 my
* * n
o 2 .k 2 Zi:l m;iPio
Ty + Ty + Ty = —
2 * 72 2 g *
2 2 my
(3.8.130)
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Therefore,
By + 20w @ + wir] = =0,
iy 4 20wy + wo Ty = —Poiy
: (3.8.13d)
E5 A 2Cawndt 4 wplrk = — B g
where
W — J Wiw; = —L B, =&a=L 170 (3.8.14)
J m} T my T mid

Each of the above equations is the equation of motion for a SDOF system for which the
natural circular frequency is w,, and the damping factor is (,,. In addition, the input

motion is scaled by the participation factor f;.
From the equation {x} = [¢]{z*}, the solution {x} will be evaluated with [¢| and
{z} = [¢l{="} (3.8.15a)

For a “n” degree of freedom system,

T b11 P12 0 Din ]
T P21 Qa2 - Qap Ty

{z} = : - : : :
\xn ¢n1 ¢n2 e ¢nn 3:;;

( P112] + Q1275 + - - -+ P )

T 4 Pas + - 4 Q2T
it Onty P2 (3.8.15h)

Mode Superposition
Calculate the response of each mode, solving the equation of motion of a SDOF system,
e.g. Eq.(3.8.13d) by any appropriate method, e.g. by Duhamel integral.

1 t
Tl = g /0 p}f(T)e_gjwj(t_T) sinwq;(t — 7)dr (3.8.16a)
1t
7y == [ () O sy ¢ — ) (38160)
Wdaj Jo

Where z7 is obtained as a time history response for the input ground motion ;@ Sum-
ming up the responses of all modes, we can determine the total response of the system
using Eq.(3.8.15a).
Modal Analysis

Determine the maximum of T for each mode using a response spectrum, i.e. x7* is

j max
given by [3;S54(w;), where Sq(w;) is the ordinate of the displacement response spectrum.



3.8. MODE SUPERPOSITION AND MODAL ANALYSIS 81

Then the maximum response of x can be estimated, e.g. using square root of sum of the

squares (SRSS) as

Timax =~ \/Z?:l{ﬁj Cbij Sd(w]')}z (3.8.17&)
The maximum response of x for a “n” DOF system is
(
L1max
Tomax
{xmax} -
mnmax
\

)

2 + .+ {ﬂn¢1nsd<wn)}2

( \/{51¢115d(w1)}2 + {52¢125d(w2)}
Yot {BudanSa(wn) )

\/{ﬁl¢215d(w1)}2 + {52@25(1(002)

(3.8.17h)

Q

L \/{ﬁlqbnlsd(wl)}Q + {ﬁ2¢n23d(w2)}2 +oe At {ﬁnqbnnsd(wn)}Ql

(2) Mode Superposition
The mode superposition procedure is summarized as follows.

i) Mass matrix and stiffness matrix
Calculate the mass matrix [m| and stiffness matrix [k].

ii) Mode shapes and natural frequencies
Determine the mode shapes {¢} and natural frequencies w, solving the following equa-
tion by any appropriate method.

([K] = w?[m]){¢} = {0} (3.8.18a)

|[k] — w?lm]| =0 (3.8.18b)

iii) Generalized mass and load or participation factor

Calculate the generalized mass and load for each mode, using the following formulae.

mj = {¢;} [ml{o;} (3.8.19)
p; ={¢;}{p} (3.8.19h)

Or calculate the participation factor.

_ {o} [ml{1} (3.8.20)

%= 16,y Tl o)

iv) Uncoupled equations of motion
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Then the equation of motion for each mode becomes as follows.

. . . D
&} + 2Gw;df + win] = m]* (3.8.21a)
J
or
& + 2Gw;E; + wya) = — i, (3.8.21b)

v) Modal response
Calculate the response for each mode, solving Eq.(3.8.21) by any appropriate method,
e.g. by Duhamel integral or step-by-step integration [see Section 2.4(1)].

vi) Total response
Summing up the response for each mode, we can determine the total response of the
structure.

{z} = [o{«"} (3.8.22)

(3) Modal Analysis

It should be noted that the mode superposition procedure gives us not the approximate
solution but the exact solution. Whereas, the modal analysis using the SRSS (Square Root
of Sum of Squares) method gives the approximate solution in a stochastic manner. This
method is very similar to the mode superposition method except that in modal analysis
the response of each mode is determined by the response spectrum and the maximum
total response is given in stochastic manner, e.g. SRSS. The procedure is summarized as
follows.

i) Mass matrix and stiffness matrix
This step is exactly the same as to the mode superposition procedure.

ii) Mode shapes and natural frequencies

This step is also the same as to the mode superposition procedure. It should be noted,
however, that there is no need to calculate all mode shapes and corresponding frequencies.
Because usually only first few modes have a controlling influence on the response of the
system, it is enough to calculate the mode shapes and corresponding natural frequencies
for the first few influencial modes.

iii) Participation factors
This step is again similar to the mode superposition procedure. The participation
factor g; for each mode is calculated as follows.

)iy )
0= 1ol (6} (3.8.232)
B = it i (3.8.23D)

Yo My

iv) Maximum response for each mode
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Determine the maximum response for each mode which can be given by the product of
mode shape, participation factor and spectral value at the corresponding frequency and
damping ratio, if any.

Tijmax = ﬁj (bij Sd(wj) (3824)

In order to determine the velocity or acceleration, the spectal value is obtained from the
velocity response spectrum Sy (w,) or acceleration response spectrum S,(wy,).

v) Estimation of maximum response
Estimate the maximum total response of the system from each modal response by
stochastic manner, e.g. SRSS.

Timax ~ \/Z?ﬂ{ﬁj i Sa(wj) }? (3.8.25)

(4) Methods for the Estimation of Maximum Response

Although the SRSS method is commonly used for the dynamic analysis of structures,
a number of other methods have been proposed to estimate the maximun response.

[SRSS] : Square Root of Sum of Squares
In case the natural frequencies are not close to each other, the SRSS gives good
estimate of the maximum response.

TimaxSRSS = \/Z?Zl{ﬁj ¢ij Sa(w;) }? (3.8.26)

[ABSSUM] : Absolute Sum
Since the SRSS sometimes underestimates the maximum response, ABSSUM has been
proposed to give the extreme of the maximum response.

TimaxABS — Z}ﬁ] (bij Sd (wj)| (3827)

Jj=1

[Average of SRSS and ABSSUM]
The ABSSUM gives the extreme of the maximum response and usually overestimates

it. This is because the maximum response of each mode does not occur simultaneously.
Therefore the average of SRSS and ABSSUM has been proposed.

Timax R §<ximaXSRSS + TimaxABS) (3.8.28)

[CQC] : Complete Quadratic Combination

Since the SRSS does not give good estimate of the maximum response, especially
when the natural frequencies are close to each other, CQC has been proposed. The CQC
is derived from the random vibration theory, which takes into account the correlation
between natural frequencies.

TimaxCQC = \/2?21 > k1185 b1 Saw;) } pir {5k din Sa(wr) } (3.8.29a)
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2/3
83/G G (G + i Ge) 7o
(L= r2)% + 4G Gerj (1 + 73) + 4(G + ) 1
where, (; and ¢ are the damping ratios for the j-th and k-th mode, respectively, and 7
is the ratio of the j-th mode natural frequency to the k-th mode natural frequency.

(3.8.29b)

Pjk =

All modes having significant contribution to total structural response should be con-
sidered in the above Egs.(3.8.29a) and (3.8.29b).

[Example 3.7]

Calculate the maximum acceleration response of a two story building as shown in Fig.E3.7a,
using SRSS method. The building is subjected to the earthquake excitation whose re-
sponse spectrum is given in Fig.E3.7b, assuming the maximum ground acceleration is

0.3g, and Wy = Wy = 10000 (kN) and k; = ky = 1000 (kN /cm).

W, S
V772727227727 “a
3.0 -
K,
Wi 2.0
777777
K, 1.0
» T(S
777272727 0 0.3 0.7 1.0 S
Fig.E3.7a Fig.E3.7b
[Solution)]
10000
myp = Mo = W = 10.2 kN S2/Cm

The mass matrix is
fm] = m; O 102 O
10 me| | 0 102
The stiffness matrix is

k1 kw} _ |:k1 + ko —k2]

[k]:{ {2000 —1000}
k21 k22 _k2 k2

—1000 1000

The equation of motion for an undamped system is,

[m]{i} + [F{z} =0

The mode shapes {¢} are given by

([K] = w?[m]){¢} = {0} (E3.7)
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Then the frequency equation, |[k] — w?[m]| = 0, becomes
ki — w2m1 K12 -0
ka1 Koy — w?ma|

(kn - w2m1)(k’22 - meg) — kigko1 =0

From the given values of parameters,

(2000 — 10.2w?)(1 000 — 10.2w?) — (—1000)(—1000) = 0
104w — 30 600w + 1000000 = 0
1.04w* — 306w? 4+ 10000 = 0

Therefore,

o 153 £+/1532 —10400 153+ 114
W = =

— 375012
1.04 Loa  Coreorzt
2
w1 =375 =6.124 (rad/s), T) = — =1.026(s)
w1
2
W = V257 = 16.03 (rad/s), Tp = — = 0.392 (s)
Wo

From Eq.(E3.7),

ki1 — w2m1 k1o {le} —0
ko koo — w2m2 4252

The first equation of the above matrix equation becomes
(2000 — 10.2w*)¢1 — 100065 = 0
1) For the first mode, w? = 37.5
1618 91 — 1000 ¢ =0

¢g = 1.62 ¢

Then, {¢1} can be chosen arbitrarily as,
pul _ [ 1
P21 1.62

—621 ¢y — 1000 ¢y = 0

2) For the second mode wy? = 257

(252 = —0.62 qbl



86 CHAPTER 3. MULTI DEGREE OF FREEDOM (MDOF) SYSTEMS

{?ZZ} B {—01.62}

The participation factor for the n-th mode is

Then, {¢>} can be chosen as,

ﬁn - N
Zizl m; qbinz

_mdn Fmagy 10.2 x 1.00 4+ 10.2 X 1.62
b= Midn2 + mads?  10.2 x 1.002 + 10.2 x 1.622

 mugig +mady 102 x 1.00 4 10.2 x (—0.62)
P2 = M1g12? + Modas?  10.2 x 1.002 + 10.2 x (—0.62)?

=0.723

=0.274

For the fundamental mode 7} = 1.026 (s), the corresponding acceleration response
is Sa(wy) = 1.0 x 0.3 x 980 = 294 (gal). For the second mode Tp, = 0.392 (s), the
corresponding acceleration response is S,(ws) = 3.0 x 0.3 x 980 = 882 (gal).

The maximum acceleration response is computed by SRSS method as,

(Frae} {\/{ﬁl¢115a(wl)}2 + {ﬁz¢125a(w2)}2}
S VABr 6219 (@1) 12 + {BatharSa(wa) )2

/{0.723 x 1.00 x 294}2 4 {0.274 x 1.00 x 882}2
V/{0.723 x 1.62 x 294}2 + {0.274 x (—0.62) x 882}2

(52}

[Example 3.8]

By the modal analysis using SRSS, calculate the maximum responses of a shear type
structure as shown in Fig.E3.8a subjected to the earthquake excitation whose velocity
response spectrum is given as Fig.E3.8b, where vy = 49 (cm/s) and T, = 1.0 (s). The
weight of each story of the structure from top to bottom is Wy, = Wy = W3 = W =
9800(kN), each story stiffness is ky = 3k, ky = 5k and k3 = 6k, where & = 200(kN/cm),
and hl = hg = h3 = h:3(m)

i) story deflection at each floor.

ii) story shear force at each floor.

iii) overturning moment (OTM) at the base.
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W,
— S,
h1 k1 A
W,
—
V L
h, K, 0
Wy
-
hy ks
J T
o Z Te
Fig.E3.8a Fig.E3.8b
[Solution)]
The mass matrix is
m;y 0 0 100
9800
mj=10 my O0O|=m|0 1 0 Wheremzmzm
0 0 mg 0 0 1
The stiffness matrix is
ke~ 0 3 -3 0
k| = |-k ki+ky —ky |=k|-3 8 =5
0 —ks ko + k3 0 —5 11
The mode shapes {¢} are given by
(1K)~ m]) 0} = {0} (£3.9)
Then the frequency equation, |[k] — w?[m]| = 0, becomes
3 -3 0 1 00
k-3 8 —5| —mw?|0 1 0f|=0
0 -5 11 00 1
3—my? -3 0
k| -3 8 — 2 -5 =0
0 ) 11 — 22

k

Letting %w? = A, we have
(B=XEB=N(11—=X) = (=3)*(11 =) = (=5)2*(B—-X) =0

A 2202 —111IA+90 =0
A=DA=6)A=15)=0
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Therefore, A = 1, 6 or 15.
1) Substituting A = 1 to the first and the third equations of Eq.(E3.8), we have

201 — 392 =0
=93¢y — 1003 =0

Then, ¢o = 2¢3, ¢p1 = 3¢3. Therefore, for the first mode

3
k200

{p1} =127, wi=—=""=20(s?), w =447(s"), Ty = 1.405(s)
1 m 10

2) Substituting A = 6, we have

—3¢1 —3¢2 =0
—bpg + 53 = 0

Then, ¢9 = ¢3, p1 = —¢3. Therefore, for the second mode
-1

k
{go} =< 1 3, wi= 6~ = 120(s™2), wy =10.96(s7"), Ty = 0.574(s)
1

3) Substituting A = 15, we have

—12¢1 — 392 =0
—5¢9 — 4¢3 =0

Then, ¢o = —0.8¢3, ¢1 = 0.2¢3. Therefore, for the third mode

0.2
k
{p3} = 083, wi= 15— = 300(s7%), wy=17.32(s7Y), T3 = 0.363(s)
1

The participation factors are

10x34+10x2+10x1

— = 0.429
o X2 T 10x 2410 % 2
10x(-1)4+10x1+10x1
— = 0.333
b 10 x (—=1)2+ 10 x 12+ 10 x 12
10 x 0.2 410 x (—0.8) + 10 x 1
Bs X021 10> (Z08) £10x1 oo

T 10 x (0.2)24 10 x (—0.8)2 + 10 x 12
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Table E3.8 Calculation sheet for SRSS

1st mode | 2nd mode | 3rd mode | max.values
w? 20 120 300
Wh, 4.472 10.954 17.321
T, 1.405 0.574 0.363
01 3 —1 0.2
10y 2 1 —0.8
o3 1 1 1
On 0.429 0.333 0.238
S, = wS, 219.0 308.3 308.1
Sy 49.000 28.126 17.787
Sa = Sy/wy, 10.96 2.566 1.027
91 (cm) 14.11 —0.85 0.049 14.1
da(cm) 9.40 0.85 —0.196 i) 9.4
d3(cm) 4.70 0.85 0.244 4.8
71 (gal) 281.9 —102.7 14.7 300.4
To(gal) 187.9 102.7 —58.7 222.0
Z3(gal) 94.0 102.7 73.3 157.3
p1(kN) 2819 —1027 147 3004
po(kN) 1879 1027 —587 2220
p3(kN) 940 1027 733 1573
V1(kN) 2819 —1027 147 3004
Vo (kN) 4698 0 —440 i) 4719
V3(kN) 5638 1027 293 5738
OTM (kN- m) 39465 0 0 iii) 39465

3.9 Solution by Step-by-step Integration Method

The equation of motion for a MDOF system subjected to the earthquake ground acceler-
ation I, is given as follows.

(ml{@} + [cl{@} + [kl{z} = —ig[m[{1} (3.9.1)

This equation can be solved directly by a step-by-step integration method as an extension
of a SDOF system. The method, i.e. step-by-step integration, is the same as for nonlinear
sysytems that will be explained in the next chapter.

The mass matrix and the stiffnes matrix can be evaluated by analyzing the structure.
However, the damping matrix can not be evaluated through the analysis of the strucure.
Therefore, in this section, it is briefly explained how to construct the damping matrix [c].

Usually we specify a damping property with the damping factor for each mode, e.g.
2% for the first mode, 5% for the second mode, etec.

In order to give a different damping factor for each mode, the damping matrix is
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constructed as follows. If the orthogonality condition for the damping matrix is satisfied,

¢t 0 - 0
0 ¢ :
EREEE ?
: .. .0
0 - 0 ¢
[2Ciwim] 0 0
. 0 QCQme;
: . . 0
|0 e 0 2Cwpm)
(m; 0 --- 0 2C1wq 0 e 0
SRS L
o - 0 my 0 0 2CGw,
= m;“ 2Cju)j
= [m}][2¢;wj] (3.9.2)

where, (; is the damping factor for the j-th mode, and w; is the natural circular frequency
of the j-th mode.

Then, the damping matrix can be evaluated as follows.

mio0 - 0720w 0 - 0
_ ([qb]T)_l O m§ : O 2Cowo | [¢]_1
0 .. 0
0 0 ms| | o 0 2lawn
= ([?b]T)_l m;; 2ann [¢]_1
— (@) 22w [) (3.9.3)

One of the classical damping matrices is the Rayleigh damping, for which the damping
matrix is given as follows.

[c] = aglm] + a4[k] (3.9.4)

where ap and a; are the coefficients to be determined from the damping ratios of two
different modes. When the damping ratios for the m-th mode and n-th mode are given,
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these coefficients are given, solving the equation

L1/ wm wm| fao|l _ [m
! [1 o wn} {} - { gn (3.9.5)
When only the damping ratio for the fundamental mode is given, sometimes the damp-
ing matrix is estimated as follows.

_ 2
w1

] k] (3.9.6)
This expression is simple and convenient, but it should be noted that it overestimates the
damping ratios for higher modes. This is because Eq.(3.9.6) indicates that the damping

ratio is proportional to the frequency.






Chapter 4

Nonlinear Analysis

4.1 QOutline of Nonlinear Analysis

In order to analyze a linear structure subjected to arbitrary dynamic loadings, the Duhamel
integral is probably the most convenient technique. However, this method and mode su-
perposition can only be applied to linear systems. On the other hand, the response of a
structure subjected to severe earthquake motions may exceed the linear range of the ma-
terials. Therefore, it is necessary to develop another method that is suitable for nonlinear
analysis. The most powerful technique for this purpose is the step-by-step integration.
In this method, the response is evaluated for a series of short time increments At. The
condition of dynamic equilibrium is established at the beginning and end of each time
increment, and the nonlinearity of the structure is accounted for by calculating new prop-
erties at the beginning of each time increment.

4.2 Nonlinear Response of SDOF Systems

At any instant of time ¢, the following relation must be satisfied.

pi(t) + pa(t) + ps(t) = p(t) (4.2.1)

where pi(t), pa(t), ps(t) and p(t) denote the inertia force, damping force, spring (restoring)
force and external force, respectively. A short time At later, the above equation becomes,

pr(t + At) + pa(t + At) + ps(t + At) = p(t + At) (4.2.2)

Subtracting Eq.(4.2.1) from Eq.(4.2.2) yields the incremental form of the equation of
motion.

Api(t) + Apa(t) + Apy(t) = Ap(t) (4.2.3)
where the incremental forces are,
Api(t) = pi(t + At) — pi(t) = mAZ(t) (4.2.4a)
Apq(t) = pa(t + At) — pa(t) = c(t)Ad(t) (4.2.4Db)
Aps(t) = ps(t + At) — ps(t) = k(t)Az(t) (4.2.4¢)
Ap(t) = p(t + At) — p(t) (4.2.4d)

93
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Substituting Eqs.(4.2.4a)~(4.2.4d) into Eq.(4.2.3) leads to
mAZ(t) + c(t)Ax(t) + k(t)Ax(t) = Ap(t) (4.2.5)

Many procedures are available for the numerical integration of the above equation. If
we use the linear acceleration method, which is simple but which has been found to yield
excellent results, the following relationships are given.

Ax(t) = Z(t) At + Afé(t)% (4.2.6a)
Az(t) = z(t)At + i(t)%tz + A'x’(t)%ﬁ (4.2.6b)

These equations are solved for the incremental acceleration and velocity. Then,

Ni(t) = 5 Aa(t) — o (t) — 31 (4.2.7a)
Ad(t) = %Am(t) — 3i(t) — %x@) (4.2.7h)

Substituting Eqgs.(4.2.7a) and (4.2.7b) into Eq.(4.2.5) leads to

m A%Aa;(t) _ A%;p(t) — 83t(t)| () [Aitm(t) _ 3i(t) — %:’t(t)]
+ k(t)Ax(t) = Ap(t) (4.2.8)
Rearranging the above equation yields
k = Ap or z(t) = AL(t)
kE(t)Ax(t) = Ap(t) Ax(t) R0 (4.2.9)
where
~ 6 3
k(t) = k(t) + Apmt Ec(zﬁ) (4.2.10a)
AB(t) = Ap(t) +m [A%:b(t) + 3@(75)] +e(t) [3:5(15) + %i(t)] (4.2.10D)

Therefore, after solving the displacement increment by Eq.(4.2.9), the incremental velocity
can be calculated by Eq.(4.2.7b). The initial conditions for the next time step can be given
by the addition of the these incremental values to the values at the beginning of the time
step. The acceleration should be determined by Eq.(4.2.1) at each time step, in order
to minimize the accumulation of any errors which may occur at each step of numerical
integration. This is done by using the following equation.

1

i(t) = E[p(t) — pa(t) — ps(t)] (4.2.11)

The procedure is summarized as follows.
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i) Determine the acceleration of the system under the given initial values and initial
conditions by Eq.(4.2.11).

ii) Calculate k(t) and Ap(t) by Eqs. (4.2.10a) and (4.2.10b) and determine Az(t) by
Eq.(4.2.9).

iii) Calculate the incremental velocity by Eq.(4.2.7b).

iv) Calculate the displacement and the velocity, adding the initial values and the incre-
ments.

v) Determine the acceleration by Eq.(4.2.11).

Repeat steps i) to v) until the end of calculation time.

4.3 Nonlinear Response of MDOF Systems

The procedure of nonlinear analysis for MDOF systems is similar to that for SDOF
systems. The equilibrium of force increments are given by

{Ap(1)} + {Apa()} + {Aps(1)} = {Ap(t)} (4.3.1)

The force increments in this equation are

[Ap(0)} = {pilt + A} — (1)} = [m){Ai(1)) (4.3.23)
{Apa(D)} = {palt + A0} — {pa(t)} = (D] {A&(1)} (4.3.2b)
{Ap.(1)} = {p.(t+ AD} — {pu(D)} = (RO Ax(1))} (4.3.20)
{Ap(t)} = {p(t + A} — {p()} (4.3.24)

when Eqgs. (4.3.2a)~(4.3.2d) are substituted into Eq.(4.3.1), the incremental equation of
motion becomes

(mI{AZ(1)} + [c(O{ A1)} + [k(OH{Az(1)} = {Ap(t)} (4.3.3)

Adopting the linear acceleration method, we have

FOHA(0) = (20(0) (434)
F(0) = (0] + ]+ ()] (4.35)

(AR} = {Ap(D)} + [m] (o (o(0)} + 3((1))
Hel) (311} + S{E0) (4.3.50)

When the displacement increment {Az(¢)} has been determined, the velocity increment
is

{80(0)) = o (Balt)} — 3{a(0)} — S0} (43.6)
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The displacement and velocity vectors at the end of the time increment are

{a(t + ADY = {a()} + {Ax(t)} (4.3.7a)
(i(t+ ADY = {(8)} + {Ad(t)} (4.3.7b)

The acceleration vector is given by
{3+ At} = [m] 7 {p(t + A1)} — {pa(t + At)} — {ps(t + At)} (4.3.8)

Therefore, if we repeat the calculations for Eqs.(4.3.4) through (4.3.8), the response of
the MDOF system can be estimated.





